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Abstract

The AdS/CFT duality is an equivalence between string theory and gauge theory. The

duality allows one to use calculations done in classical gravity to derive results in

strongly-coupled field theories. This thesis explores several applications of the duality

that have some relevance to condensed matter physics.

In the first of these applications, it is shown that a large class of strongly-coupled

(3 + 1)-dimensional conformal field theories undergo a superfluid phase transition in

which a certain chiral primary operator develops a non-zero expectation value at low

temperatures. A suggestion is made for the identity of the condensing operator in the

field theory.

In a different application, the conifold theory, an SU(N)× SU(N) gauge theory,

is studied at nonzero chemical potential for baryon number density. In the low-

temperature limit, the near-horizon geometry of the dual supergravity solution becomes

a warped product AdS2 × R3 × T 1,1, with logarithmic warp factors. This encodes a

type of emergent quantum near-criticality in the field theory.

A similar construction is analyzed in the context of M theory. This construction

is based on branes wrapped around topologically nontrivial cycles of the geometry.

Several non-supersymmetric solutions are found, which pass a number of stability

checks. Reducing one of the solutions to type IIA string theory, and T-dualizing to

type IIB yields a product of a squashed Sasaki-Einstein manifold with an extremal

BTZ black hole. Possible field theory interpretations are discussed.
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Chapter 1

Introduction

The anti-de Sitter space/conformal field theory (AdS/CFT) duality is a conjectured

exact equivalence between string theory or M theory on certain backgrounds, and

specific quantum field theories that do not include gravity.

String theory started off in the 60s as an effort to describe the strong nuclear force,

but veered off from that goal as it was realized that it might provide a consistent

quantum theory of gravity. Around the same time, quantum chromodynamics was

developed as a theory of the strong force. The AdS/CFT conjecture, proposed in

the late 90s, is a surprising connection back from string theory to gauge theories. In

this case, string theory can be seen as a computational tool, useful for understand-

ing strongly-coupled quantum field theories, independent of whether or not it is a

fundamental theory of nature.

In the first section of this chapter, I will start with a brief explanation of why

AdS/CFT is useful; then I will go into a more detailed description of the duality, and

the ‘dictionary’ that allows mapping results from one side to the other. Along the

way, I will mention some of the reasons for which the duality, which as of yet does not

have a complete proof, is believed to be true.

The second section of the introduction will focus on a short description of some of
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the condensed matter topics relevant to the thesis: superconductivity, superfluidity,

and quantum criticality.

The subsequent chapters will show three different applications of the duality.

Chapter 2 studies an instability reminiscent of superconductivity or superfluidity

that occurs in a large class of theories with gravitational duals; chapter 3 studies the

conifold gauge theory at nonzero baryonic chemical potential; and chapter 4 looks

at a class of theories involving M-theory branes with topological charges. Finally,

chapter 5 concludes the thesis.

1.1 AdS/CFT

1.1.1 Motivation

Understanding the strong-coupling regime of quantum field theories (QFTs) is a

long-standing problem in theoretical physics. The perturbative expansions employed

at weak-coupling break down as the coupling constants become large. One way in

which this difficulty can be alleviated is by using a duality transformation, mapping

a strongly-coupled theory to a weakly-coupled one. An example of such a duality

is the AdS/CFT duality, also known by the more generic names gauge/gravity or

gauge/string duality.

In its most basic form, as first conjectured by Maldacena [1] and clarified in [2, 3],

the AdS/CFT duality states that certain conformal field theories1 are dual to M or

string theories compactified on appropriate backgrounds. Maldacena’s conjecture was

motivated by a number of previous results connecting the two theories [5–8]. Duality

in this context means an exact equivalence between string theory and the conformal

field theory, through which results in one of the theories can be mapped exactly

1The best known examples are in 2 + 1 and 3 + 1 dimensions, but the duality has been generalized
to field theories from 0 + 1 to 5 + 1 dimensions (see, for example, [4]).
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to corresponding results in the other. This is one of many examples of dualities in

physics, ranging from the observation that Maxwell’s equations are invariant under

the exchange of the electric and magnetic fields, to the dualities relating different

string theories.

The power of the gauge/gravity duality is twofold. First, it has the property of

mapping weak coupling on one side of the duality to strong coupling on the other.

This means that calculations in strongly-coupled QFTs can be performed by doing

calculations in weakly-coupled string (or M) theory, which reduce to calculations in

supergravity. Such calculations are often tractable, so the AdS/CFT duality can help

in deriving results in strongly-coupled field theories.

One caveat here is that as of yet no gravitational duals are known for empirically

relevant field theories, like quantum chromodynamics or the effective field theories

describing condensed matter systems. Instead, the duality has been most effectively

used in theories with some amount of supersymmetry. While these have not been

directly observed in nature, qualitative results from the strong-coupling limit of these

theories can still be applied in experimental conditions; see, for example, [9, 10].

Secondly, the gauge/gravity duality can provide a non-perturbative definition of

string or M theory. String theory is currently only defined as an asymptotic series

expansion in the string coupling constant [11], while for M theory only the low-energy

limit is known. The AdS/CFT duality might allow a formulation of string and M theory

as the duals of some quantum field theories, which can be defined non-perturbatively.

Despite more than a decade of very active work in this field, the AdS/CFT duality

is at this point still a mathematical conjecture. The high level of trust that it enjoys is

motivated by the fact that it passed many non-trivial checks. See for example [12–18].

There are thus different directions of research in the field:

• using the duality to infer results on one side (usually, the gauge theory side) by

doing calculations on the other (usually, the string theory/supergravity side);
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• finding calculations that are doable on both sides, and comparing the results,

thus providing another check of the duality;

• searching for a proof that the duality is exact, at least for some class of theories.

This thesis focuses on the first idea, of using the AdS/CFT conjecture to infer

information about strongly-coupled quantum field theories.

1.1.2 The duality

As was mentioned before, the idea of the gauge/gravity duality is that certain quantum

field theories secretly have an equivalent description in terms of string theory. More

precisely, the duality maps string theory in ten dimensions, or M theory in eleven

dimensions, to a QFT in a lower number of dimensions. This is done in two steps. First,

a Kaluza-Klein reduction of string theory is performed, to obtain a lower-dimensional

theory. This means reducing the range of some of the dimensions from infinite to a

finite size, and introducing appropriate boundary conditions, e.g., periodic boundary

conditions. Then the theory can be rewritten in a smaller number of dimensions, by

turning the various excitations in the compact directions into Kaluza-Klein modes.

Secondly, the resulting theory, which includes gravity on some manifold with a

conformal boundary, is conjectured to be dual to a quantum field theory living on

this conformal boundary. In this sense, the duality is reminiscent of the holography

proposed by ’t Hooft and Susskind [19, 20], which suggests that the physical reality in

our (3 + 1)-dimensional universe can be described by degrees of freedom living on the

boundary of the universe (in 2+1 dimensions).

In order to use the duality quantitatively, we need a precise recipe for mapping

field theory quantities to their string theory equivalents. Such a prescription was given

in [2,3]. It essentially states that the partition function of the QFT coincides with the

string theory partition function.
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More precisely, let ψi be fields in string (or M) theory, and let Oi be their dual

operators in the gauge theory. Because of the identification of the gauge theory as

the theory living on the boundary of the string theory spacetime, ψi will be called

bulk fields, and Oi will be called boundary operators. The statement of the duality, in

Euclidean signature, is that

〈
exp

∫
boundary

ψi0Oi
〉

QFT

= ZS(ψi0) , (1.1)

where ZS(ψi0) is the string theory partition function, with boundary conditions that

ψi go to ψi0 on the boundary. I used Euclidean signature here because it avoids some

complications related to boundary conditions, and it makes the process of considering

thermal ensembles in the field theory more transparent. This is the formalism that

will be used throughout the thesis.

One subtlety here is that, in general, the solutions to the equations of motion for

ψ in the bulk might not allow ψ to go to a finite non-zero function on the boundary.

In such a case, ψ0 is defined as the coefficient of the leading term in an expansion of

ψ around the boundary. See section 1.1.5 for an example.

In eq. (1.1), the product between ψi0 and Oi is an inner product respecting the

symmetries of the field. Consider, for example, the case in which ψ is a gauge field AMa ,

where M is a space-time index, and a is a gauge index. Let Aµa be the components of

Aa parallel to the boundary. Then the dual boundary fields are conserved currents Jaµ ,

and the product in eq. (1.1) is JaµA
µ
a .2

Equation (1.1) can be used to calculate arbitrary correlation functions in the field

theory. Indeed, the left-hand-side of that equation is simply the generating functional

2The operator dual to a gauge field in the bulk is always a conserved current on the boundary [3].
This can be shown by using the gauge invariance of ZS , and thus of the left hand side in eq. (1.1).
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for correlators, and we have3

〈Oi1 · · · Oik〉 =
1

ZS

δ

δψi10
· · · δ

δψik0
ZS(ψi0)

∣∣∣∣
ψi0=0

. (1.2)

In the low-energy limit, the string partition function can be evaluated in a saddle-

point approximation, which depends on the on-shell supergravity action Ssugra(ψi0). In

this limit, the AdS/CFT duality can be written as

〈
exp

∫
boundary

ψi0Oi
〉

QFT

≈ exp
[
−Ssugra(ψi0)

]
. (1.3)

Using this and eq. (1.2), we can calculate connected correlators by

〈Oi1 · · · Oik〉conn = − δ

δψi10
· · · δ

δψik0
Ssugra(ψi0)

∣∣∣∣
ψi0=0

. (1.4)

In the model first proposed in [1], string theory on AdS5×S5 is dual to the N = 4

super-Yang Mills gauge theory in 3+1 dimensions. A physical picture of the duality

can be obtained by thinking of a stack of N parallel D3 branes.4 There are N2 types

of open strings stretched between the D3 branes, which is proportional to the number

of degrees of freedom of a U(N) gauge field. In fact, as the distance between the

branes decreases, the masses of the stretched strings go to zero, and the strings do

indeed behave as the components of a gauge field living on the world volume of the

branes [21]. The coordinates normal to the D3 branes become non-commuting N ×N

matrices—scalars in the adjoint representation of U(N) in the field theory. This is

how the CFT side of the duality is realized.

Closed strings contain gravitons in the spectrum of their excitations. In the low-

energy limit this can be modeled by a supergravity theory, in which the metric on

3Note that eq. (1.1) implies that the string partition function was normalized such that ZS = 1
when ψi

0 = 0.
4D-branes are solitons in string theory on which open strings can end. A Dp brane is a (p+ 1)-

dimensional hyperplane.
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spacetime is affected by massive objects, like D branes. Thus the interaction between

the stack of D3 branes and closed strings curves space, generating an extremal 3-brane,

a higher-dimensional analog of an extremal charged black hole. The space near the

event horizon turns out to be warped into anti-de Sitter space. Thus the AdS part of

the duality is realized as the near-horizon limit of a stack of D3 branes.

Some general features of the generic gauge/gravity duality are as follows. The

region close to the conformal boundary of the near-horizon geometry corresponds to

the UV regime of the dual field theory. Moving away from the boundary has the field

theory interpretation of a renormalization group (RG) flow towards the IR. Of course,

for the case of N = 4 Yang-Mills, the RG flow is trivial, since the theory is conformal

at the quantum level.

A thermal ensemble in the field theory can be considered by adding a black hole

to the dual geometry. The field theory temperature and entropy coincide with the

Hawking temperature and the entropy of the black hole [3].

There remains the problem of finding pairs of a quantum field theory and a

background space which are dual in the AdS/CFT sense. This is in general highly

non-trivial. One uses symmetry arguments (including supersymmetry) and brane

constructions to formulate a hypothesis, as in [1, 22, 23], and then finds supporting

evidence for this hypothesis by comparing results that can be derived on both sides of

the duality. In general it is hard to derive results in strongly-coupled field theories, but

this becomes possible when calculating correlation functions of operators protected by

supersymmetry.

Finding the boundary operator dual to a certain bulk field or vice-versa is also a non-

trivial task. Symmetry arguments can in general be used for such an identification,

as in [24]. Similar methods are applied in section 2.3.2 to suggest a field theory

interpretation for the superfluid instability found in chapter 2.
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1.1.3 Supergravity

In the low-energy limit, the various string theories reduce to the corresponding ten-

dimensional supergravity approximation. M theory is defined as the theory that has

eleven-dimensional supergravity as a low-energy limit. Since this is the regime in which

the gauge/gravity duality is used in this thesis, I will briefly describe the supergravity

theories corresponding to M theory, and type IIA/B string theory.

The classical limit of M theory is the unique eleven-dimensional field theory

having maximal supersymmetry and Poincaré invariance [11]. This eleven-dimensional

supergravity theory has two bosonic fields, the metric G, and a threeform potential

A3 with field strength F4 = dA3, and the fermionic fields required by supersymmetry.

The equations of motion can be derived from the action

S11 =
1

2κ2
11

∫
d11x
√
−G

(
R− 1

2
|F4|2

)
− 1

12κ2
11

∫
A3 ∧ F4 ∧ F4 , (1.5)

where κ11 is the eleven-dimensional gravitational constant. See appendix A for the

conventions used for differential forms. Only the bosonic terms in the action, which

will be the most important in what follows, were kept in eq. (1.5). The fermionic

terms can be inferred from supersymmetry.

The ten-dimensional type IIA supergravity, which is the low-energy limit of type

IIA string theory, can be obtained by dimensional reduction of the eleven-dimensional

supergravity. The bosonic sector of the resulting theory has the metric g, a scalar

field Φ called the dilaton, the NS-NS twoform B2 with its field strength H3, and the

R-R one- and three-form potentials C1 and C3, with field strengths Fp = dCp−1. The

equations of motion can again be derived from an action, the bosonic part of which is

SIIA =
1

2κ2
10

∫
d10x
√
−g R− 1

4κ2
10

∫ [
dΦ ∧ ∗dΦ + e−ΦH3 ∧ ∗H3

+ e
3
2

ΦF2 ∧ ∗F2 + e
1
2

ΦF4 ∧ ∗F4 +B2 ∧ F4 ∧ F4

]
.

(1.6)

8



This is written in the so-called Einstein frame, where the gravitational term appears

without any dilaton factors.

Finally, type IIB supergravity contains again the metric, the dilaton, and the

NS-NS field, but in the R-R sector it features zero-, two-, and four-form potentials

C0, C2, and C4. The equations of motion cannot in this case be obtained from an

action alone. Instead, the equations of motion obtained from the action need to be

supplemented by the self-duality condition for F̃5:

F̃5 = ∗F̃5 . (1.7)

The action is

SIIB =
1

2κ2

∫
d10x
√
−g R− 1

4κ2

∫ [
dΦ ∧ ∗dΦ + e−ΦH3 ∧ ∗H3

+ e2ΦF1 ∧ ∗F1 + eΦF̃3 ∧ ∗F̃3 +
1

2
F̃5 ∧ ∗F̃5 + C4 ∧H3 ∧ F3

]
.

(1.8)

Here we have defined

F̃3 = F3 − C0 ∧H3 ,

F̃5 = F5 −
1

2
C2 ∧H3 +

1

2
B2 ∧ F3 ,

Fp+1 = dCp ,

H3 = dB2 .

(1.9)

Note that imposing the self-duality condition directly in the action (1.8) would

give the wrong equations of motion. Self-duality must instead be seen as a constraint

added to the equations of motion that are derived by varying the action.
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1.1.4 Anti-de Sitter space

Anti-de Sitter (AdS) space is a Lorentzian manifold of constant negative curvature.

The (p+ 1)-dimensional space AdSp+1 is maximally symmetric, so it is the negatively-

curved analog of the sphere. It can be embedded into flat (p+ 2)-dimensional space

with signature (−,−,+, . . . ,+) through the equation

−t21 − t22 +

p∑
µ=1

x2
µ = −L2 . (1.10)

Note that this is a sphere in the sense that the metric distance to the center is constant.

The space obtained by solving eq. (1.10) contains closed time-like curves, because of

the rotational symmetry in the (t1, t2) plane. Because of this, physicists usually use

instead the universal cover of anti-de Sitter space, which essentially ‘unrolls’ the space

by breaking the (t1, t2) rotational symmetry [25].

The metric on AdS space can be written as

ds2 =
L2

z2

(
−dt2 + dz2 +

p−1∑
i=1

dx2
i

)
. (1.11)

This actually only covers half of AdS space, also known as the Poincaré patch. Here

z > 0, so the Poincaré patch is conformally equivalent to the upper half-space of Rp+1

with Minkowski signature. As z → 0, we find the conformal boundary of AdSp+1,

which is just p-dimensional Minkowski space.

From eq. (1.10), we can see that AdSp+1 has SO(2, p) symmetry. This symmetry

group is the same as the conformal group in p dimensions. Translation along the

radial z direction is related to scaling transformations in the field theory. This again

hints at the relation between AdS space and conformal field theories. See [3] for more

details.

The radial z direction can be interpreted as an energy scale in the field theory.
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Positions close to the conformal boundary, z = 0, correspond to the UV limit of the

theory, while positions deep inside the bulk correspond to the IR limit.

Five-dimensional anti-de Sitter space can be obtained as the near-horizon limit of

the spacetime around an extremal 3-brane. Indeed, the metric generated by a charged

black (p− 1)-brane is [26,27]

ds2 = H−1/2(r)
[
−f(r)dt2 +

p−1∑
i=1

(
dxi
)2
]

+H1/2(r)
[
f−1(r)dr2 + r2dΩ2

9−p
]
, (1.12)

where H(r) is a harmonic function,

H(r) = 1 +
L8−p

r8−p , (1.13)

and

f(r) = 1− r8−p
H

r8−p . (1.14)

Here the horizon of the black brane is at r = rH . The notation dΩ2
9−p stands for the

metric on the (9− p)-dimensional sphere.

Let us focus on the limit in which the black brane is extremal, when rH → 0. This

implies f ≡ 1. In the near-horizon limit, r � L, we can ignore the constant term in

H, and we get

ds2 ≈
( r
L

) 8−p
2
[
−dt2 +

p−1∑
i=1

(
dxi
)2
]

+

(
L

r

) 8−p
2 [

dr2 + r2dΩ2
9−p
]
. (1.15)

For a 3-brane we have p = 4, and defining z = L2/r puts the metric in the

form of AdS5 × S5 (see eq. (1.11)). If p 6= 4, the near-horizon metric is not exactly

AdS× sphere, but it is conformally equivalent to that.

If the brane is not extremal, f 6= 1, the near-horizon limit is that of a black hole

inside AdS space. Black holes emit Hawking radiation at a temperature proportional
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to their surface gravity. While in Minkowski space this means black holes eventually

evaporate (so they are unstable), large enough black holes in AdS space are stable.

The AdS/CFT duality maps a geometry with a black hole onto a quantum field

theory in a thermal ensemble. The temperature of the QFT is equal to the Hawking

temperature of the black hole [3].

In cases where a black hole exists, boundary conditions must be specified not only

on the conformal boundary, but also on the black hole horizon. In Euclidean signature,

the boundary conditions just require regularity of all the fields on the horizon. In

Minkowski signature, several prescriptions for boundary conditions are possible [28].

These correspond to calculating different kinds of correlators in the field theory.

1.1.5 Holographic renormalization

Equation (1.3) cannot usually be applied naively, because the right-hand side di-

verges.5 This shouldn’t be too surprising, since the left-hand side also diverges without

appropriate renormalization. The on-shell supergravity action diverges because of the

infinite volume of AdS space. The divergence can be regularized by imposing a cutoff

z > ε, which gives an on-shell action that depends on ε. The divergent terms in ε can

be canceled by adding local boundary counterterms to the action [3]; this procedure is

called holographic renormalization.

As an example, let us briefly look at the holographic renormalization for a massive

scalar field in the bulk, and how this can be used to calculate correlation functions

for the dual field theory operator. The Euclidean action for a massive scalar field is

proportional to

S =

∫
dp+1x

√
g
[
gµν(∂µφ)(∂νφ) +m2φ2

]
. (1.16)

5Here by “naive” application I mean only including a Gibbons-Hawking boundary term in the
supergravity action. It turns out that, in general, the variational problem in the bulk is not well-posed
without adding more boundary terms. Adding these other terms renders the right-hand-side of
eq. (1.3) finite [29].
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Here we will work, for simplicity, in the approximation in which the scalar field does

not backreact on the metric. The metric g is simply that given by eq. (1.11).

Integrating by parts in eq. (1.16) shows that the bulk part of the action vanishes

on-shell, since the integrand is proportional to the equations of motion. What is left

is a boundary term. Introducing a cut-off at z = ε, this boundary term (and thus the

on-shell action) is given by6

Sε =

∫
z>ε

dp+1x
√
g∇µ

(
gµνφ∂νφ

)
= −

(
L

ε

)p−1 ∫
z=ε

dpxφ∂zφ . (1.17)

Let us Fourier expand φ in the boundary directions

φ(x) =

∫
dpk

(2π)p
φk(z) eik

axa . (1.18)

The equation of motion becomes

zp−1∂z
(
z1−p∂zφk

)
−
(
m2L2

z2
+ k2

)
φk = 0 , (1.19)

which must hold for all k. The solutions are

φk(z) = c+φ
(+)
k (z) + c−φ

(−)
k (z) , (1.20)

with the following small z expansion:

φ
(+)
k (z) = z∆+(1 + α1+z

2 + · · · ) ,

φ
(−)
k (z) = z∆−(1 + α1−z

2 + · · · ) .
(1.21)

6The minus sign appears because the outward normal at z = ε points towards decreasing z.
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The powers ∆± are the roots of the equation

∆(∆− p) = m2L2 . (1.22)

Note that ∆+ + ∆− = p, so that one of the roots (call it ∆−) is smaller than p/2,

while the other one is larger than p/2.

Note also that φk does not go to a constant as z → 0, unless m = 0. In general,

the role of ψ0 from eq. (1.1) is played here by the coefficient of the leading term in φk,

which is c−.

Let us now focus on the cases in which ∆+ −∆− < 2. This means that the two

leading terms in the expansion of φk are z∆± , and we can ignore the αi± terms. The

on-shell action is obtained from eq. (1.17)

Sε = −Lp−1

∫
dpk

(2π)p

[
∆+ |c+|2 ε2∆+−p + ∆− |c−|2 ε2∆−−p + pRe(c−c

∗
+)
]

+ . . . , (1.23)

where the real-valuedness of φ was used. The terms that were ignored vanish in the

ε→ 0 limit faster than the terms that were kept.

The term ε2∆−−p is divergent at small ε, so we need to add a counterterm. The

counterterm is given by

Sct = ∆−

∫
z=ε

dpx
√
hφ2 , (1.24)

where h is the induced metric on the boundary z = ε. In general more counterterms

will be needed if ∆+ −∆− ≥ 2, but I will not treat that case here.

The regularized on-shell action is

Sreg = Lp−1 (2∆− − p)
∫

dpk

(2π)p
Re(c−(k)c∗+(k)) , (1.25)
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where the limit ε→ 0 was already taken. This can be rewritten in position space as

Sreg = Lp−1 (2∆− − p)
∫
dpx c−(x)c+(x) . (1.26)

The vacuum expectation value of the boundary operator O dual to φ can be

obtained from Sreg using eq. (1.4)

〈O〉 = −δSreg

δc−

∣∣∣
c−=0

= (2∆+ − p)Lp−1 c+ , (1.27)

where I used the fact that ∆+ + ∆− = p. Note that the normalization here doesn’t

mean much (including the dimensions), since I haven’t tried to normalize eq. (1.16)

correctly. Since c+ ∝ 〈O〉, it is common to refer to c+ itself as the vacuum expectation

value (‘vev’) of the operator O. The value of c+ can be determined in terms of c− by

imposing boundary conditions at z →∞. This means that 〈O〉 depends on c−, which

earns c− the name ‘source’.

We can also calculate two-point correlation functions, by solving eq. (1.19) to all

orders in z. This equation is just the Bessel’s differential equation, as can be seen by

setting φk = zp/2φ̃k and z = z̃/ik, where k =
∣∣~k∣∣. The solution that is well-behaved at

z →∞ is

φk = c−
kν

2ν−1Γ(ν)
zp/2Kν(kz) . (1.28)

Here I defined ν =
√
m2L2 + p2/4, as in [2], such that ∆± = (p/2)± ν. We can read

off c+ from the Taylor expansion for the Bessel’s K function

c+ =

(
k

2

)2ν
Γ(−ν)

Γ(ν)
c− . (1.29)

Now the (connected) two-point function can be calculated by differentiating −Sreg
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twice, with respect to c−(k) and c−(q), and evaluating the result at c− = 0. We get

〈O(k)O(q)〉conn = −2Lp−1

(2π)p

(
k

2

)2ν
Γ(1− ν)

Γ(ν)
δp(k + q) . (1.30)

Again, note that the overall normalization here is arbitrary.

Since 〈O(k)O(q)〉 is proportional to the δ(k + q) multiplied by k2ν , the position-

space two-point function behaves like (x − x′)−(p+2ν) = (x − x′)−2∆+ , and thus this

corresponds to an operator O of dimension ∆+. See [30] for more details, including an

interpretation for ∆−. For a more systematic treatment of holographic renormalization

in general, see for example [27].

1.1.6 Charged particles in Reissner-Nordström AdS

Over the past few years, considerable effort has been devoted to using the AdS/CFT

correspondence for studying strongly coupled field theories at non-vanishing chemical

potential for some conserved global charge (see [31,32] for reviews). A global symmetry

of a (p + 1)-dimensional conformal field theory is mapped to a gauge symmetry in

(p + 2)-dimensional anti-de Sitter space. Therefore, properties of a conformal field

theory at finite chemical potential µ and temperature T are encoded in charged p-brane

solutions that are asymptotic to AdSp+2 × Y , where Y is an Einstein space.

An interesting class of AdS/CFT dualities involves Sasaki-Einstein spaces Y which

lead to backgrounds preserving eight supercharges. Type IIB backgrounds of the

form AdS5 × Y 5 are therefore dual to N = 1 superconformal gauge theories in four

space-time dimensions, while M-theory backgrounds AdS4 × Y 7 are dual to N = 2

superconformal gauge theories in three space-time dimensions [22, 33, 34]. These

theories possess U(1)R symmetry that in supergravity is realized as an isometry of

Y . In an effective (p + 2)-dimensional description, the charged black branes are

described by Reissner-Nordström AdS (RNAdS) backgrounds. One typically finds
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that as the temperature divided by the chemical potential is reduced, such a charged

p-brane solution is not the thermodynamically-preferred phase of the theory [35–37];

it becomes unstable towards developing charged “hair” [38]. Typically, when an

R-charged p-brane is embedded into string or M-theory, there are R-charged fields

that condense close to the black hole horizon, thus breaking the U(1) gauge symmetry

spontaneously [39–42]. The corresponding symmetry breaking in the field theory has

been used to model superconductivity [43] or superfluidity [44] in a strongly coupled

CFT.

In analyzing the stability of charged black branes, it is useful to start with a simple

model, looking at charged particles in the background given by the black brane. This

kind of analysis can be used in general for charged branes, whether the charge is the

U(1)R charge described above, or the topological charges studied in chapters 3 and 4.

Let us consider a particle of mass m and charge q in a curved background given by

ds2
M = −ge−wdt2 +

dr2

g
+
r2

L2

3∑
i=1

(dxi)2 , (1.31)

where g and w are functions of r.

The action for such a particle is

Sp = −m
∫
ds

∣∣∣∣dxµds
∣∣∣∣− q ∫ dsAµ

dxµ

ds
. (1.32)

We restrict to a radial electric potential Φ(r) = At(r). For a particle sitting at some

fixed r and ~x, the action becomes

Sp = −
∫
dt
[
me−w(r)/2

√
g(r) + qΦ(r)

]
(1.33)

in the gauge s = t. Equation (1.33) shows that the potential for this particle as a
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function of r is given by

V (r) = me−w(r)/2
√
g(r) + qΦ(r) . (1.34)

The first term is the gravitational attraction of the black hole, and the second term

the electrostatic repulsion.

To proceed further, we need explicit results for w, g, and Φ. Let us consider the

simple case of a Reissner-Nordström black hole with negative cosmological constant.

Given the Einstein-Maxwell action

SEM =
1

2κ2

∫
dd+1x

√
−g
[
R +

d(d− 1)

L2

]
− 1

4e2

∫
dd+1x

√
−gFµνF µν , (1.35)

there is a black-brane solution with a horizon at r = rh and with w = 0,

g =
r2

L2

(
1 +Q2

(rh
r

)2d−2

− (1 +Q2)
(rh
r

)d)
, (1.36)

Φ(r) = Q
e

κ

rh
L

√
d− 1

d− 2

[(rh
r

)d−2

− 1

]
. (1.37)

The corresponding Hawking temperature is

TH =
d− (d− 2)Q2

4π

rh
L2

. (1.38)

Without loss of generality, let’s assume Q > 0. The RNAdS black hole becomes

extremal at Q = Qmax ≡
√

d
d−2

where TH vanishes.

Using these formulae for g and Φ, one can check that for values of q/m < qcrit/m,

V (r) is increasing monotonically for all values of Q smaller than Qmax, while for large

values q/m > qcrit/m, V (r) has a minimum at some r = r∗(Q) provided that the

charge Q of the black hole is larger than some critical value Qc that depends on q/m.

An expression for the critical charge qcrit can be found by requiring that the minimum

18



of V (r) occurs right at r = rh when Q = Qmax. The equation V ′(rh) = 0 is easily

solvable in this case, yielding

qcrit = m
κ

e
, (1.39)

independent of the number of dimensions of the RNAdS space. Actually, this ratio

has some broader significance, as emphasized by [45] in the context of a weak gravity

bound. If extremal Reissner-Nordström black holes are to be able to decay, there must

always exist at least one particle whose charge-to-mass ratio is greater than κ/e.

This picture of an instability is essentially the classical limit of the superfluid or

superconducting instability studied in [38,43]. In these papers, the charged particle

is replaced with a charged scalar field ψ. One solution to the equations of motion is

ψ = 0, but for Q > Qc, there exists a second, more stable branch of solutions with

ψ 6= 0. The classical analog of this second branch is a cloud of charged particles sitting

at the minimum in V (r) described above. Moreover, for large m and q, the classical

and field theory results for Qc agree.

1.2 Condensed matter

1.2.1 Superconductivity and superfluidity

At low temperatures, a large number of materials exhibit a phase transition to a

superconducting phase, in which the resistivity drops to zero. Apart from the infinite

conductivity that gives this phase its name, other important characteristics are the

existence of a gap in the energy levels of the conduction electrons, and the Meissner

effect—the observation that superconductors expel magnetic fields from their volume.

Superconductivity was first observed experimentally in 1911. A full microscopic

theory for the superconducting materials known at the time was worked out by
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Bardeen, Cooper, and Schrieffer (BCS) in 1957. The basic idea is that the weak

attraction between electrons that is generated by interactions with the phonons is

sufficient to produce pairs of electrons, called Cooper pairs. The energy gap observed

in superconductors is given by the energy required to break a Cooper pair. These pairs

obey Bose statistics, and the Bose-Einstein condensate that forms below the critical

temperature Tc is responsible for the peculiar characteristics of superconductors.

An empirical theory describing superconductivity was developed in 1935 by the

London brothers [46]. In 1950 Ginzburg and Landau worked out a thermodynamically-

motivated theory [47] that included the London theory and extended it. I will focus

on the Ginzburg-Landau theory in this thesis, since it is more readily related to results

from string theory. The description given here follows [48].

In the Ginzburg-Landau (GL) theory, it is assumed that there exists a complex

order parameter ψ which is zero in the normal (non-superconducting) phase, and

non-zero in the superconducting phase. The function ψ can be viewed as the collective

wavefunction for the macroscopically occupied ground state of the condensate. The

dynamics of ψ are governed by a variational principle, based on the free energy

functional

F =

∫
dx

[
1

2m∗

∣∣∣∣(−i~∇− e∗

c
~A

)
ψ

∣∣∣∣2 + α |ψ|2 +
1

2
β |ψ|4

]
, (1.40)

where I kept only the terms that depend on ψ. The parameters m∗ = 2m and e∗ = 2e

are the effective mass and charge of the Cooper pairs.7 This form can be seen simply

as a truncated expansion of F in ψ and gradients of ψ. The expansion (1.40) takes

into account the U(1) symmetry under changes of the phase of ψ.

A physical interpretation can be given to ψ by defining the number density of

7The mass m∗ is different in real metals due to the interaction with the crystal lattice [48].
However, m∗ is hard to measure experimentally, so it’s conventional to fix its value at m∗ = 2m. The
potential missing factor is absorbed into the normalization of ψ.
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electrons in the superconducting phase,

ns = |ψ|2 . (1.41)

The superconductor can then be analyzed in a two-fluid model, where it is assumed that

the electrons, with density N , are split into two parts, a superconducting component

with density ns, and a “normal” component, with density N − ns.

Equation (1.40) is just the action for a complex scalar field ψ in a Mexican-hat

potential (provided β > 0 and α < 0), coupled to an external potential ~A. If we

consider a homogeneous system, such that ψ is constant, and no external field ~A = 0,

the free energy is given by

F = V |ψ|2
(
α +

1

2
|ψ|2

)
, (1.42)

which is minimized by ψ ≡ 0 if both α and β are positive, and by

|ψc|2 = −α
β
, (1.43)

if α < 0, β > 0. We do not take into consideration the case β < 0, since then the

system would find it favorable to increase |ψ| to values where the higher-order terms

in eq. (1.40), which we ignored, become important.

To explain superconductivity, we must assume that α is positive for temperatures

above Tc, and negative for T < Tc. The simplest dependence of α on temperature

that obeys these conditions is

α = α0(T − Tc) . (1.44)

We assume β to be independent of temperature.
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Including the backreaction from the superconducting electrons on the electromag-

netic field, the free energy becomes

F =

∫
dx

[
1

2m∗

∣∣∣∣(−i~∇− e∗

c
~A

)
ψ

∣∣∣∣2 + α |ψ|2 +
1

2
β |ψ|4 +

1

8π
h2

]
, (1.45)

where ~h = ∇× ~A is the magnetic field. This is simply the action for the Abelian Higgs

model. Below the critical temperature, the nonzero ψ breaks the U(1) symmetry. The

phase φ of ψ = |ψ| exp(iφ) is not an independent degree of freedom, since it can be

absorbed into the vector potential by a gauge transformation. Choosing a gauge in

which φ = 0, the kinetic term for ψ in eq. (1.45) becomes

1

2m∗

∣∣∣∣(−i~∇− e∗

c
~A

)
ψ

∣∣∣∣2 =
~2

2m∗
(
∇ |ψ|

)2
+

e∗2

2m∗c2
A2
∣∣ψ2
∣∣ , (1.46)

which generates a mass term for the electromagnetic field. This is the Anderson-Higgs

mechanism: the electromagnetic gauge field ‘ate’ the massless Goldstone boson φ

which resulted from the spontaneous breaking of the U(1) symmetry that rotates the

phase of ψ. The mass term for A is responsible for the Meissner effect: magnetic

fields decay exponentially at the surface of a superconductor as a result of turning

electromagnetism into a short-ranged interaction.

The differential equations obtained from varying the free energy (1.45) are

αψ+β |ψ|2 ψ +
1

2m∗

(
−i~− e∗

c
~A
)2

ψ = 0 , (1.47a)

~J ≡ c

4π
∇× ~h = e∗ |ψ|2 ~vs , (1.47b)

where ~vs is the supercurrent velocity given by

m∗~vs = ~∇φ− e∗

c
~A . (1.47c)
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In a gauge in which φ = 0, which is the same as the London gauge ∇ · ~A = 0 for

slowly varying ns = |ψ|2, eqns. (1.47b) and (1.47c) imply

~J = −nse
∗2

m∗c
~A . (1.48)

Taking the time derivative leads to one of the London equations,

d ~J

dt
=
nse
∗2

m∗c
~E , (1.49)

if we ignore the time variation of |ψ|2. This shows that the superconducting electrons

experience zero resistivity, since the current is increasing linearly under the effect of a

constant electric field. A more careful check for this claim can be done by calculating

the DC conductivity with the help of Kubo formulae [49].

Phenomenologically, we thus see that superconductivity comes about when a

scalar field ψ charged under a gauge field develops a non-zero expectation value. The

Higgs mechanism then implies the expulsion of magnetic fields from the bulk of the

superconductor. The current corresponding to ψ encounters no resistance, resulting

in zero resistivity. If the order parameter ψ is not coupled to a gauge field, the same

mechanism described above can be used as a model for superfluidity [50].

Typical critical temperatures for superconductivity in materials known before 1980

varied across several orders of magnitude, but were no larger than 20-30 Kelvin [51].

Starting in the mid 80s, a series of compounds based on copper were discovered that

achieve superconductivity at much higher critical temperatures. There are many

examples of so-called high-Tc superconductors known today, with critical temperatures

going as high as 133 K. Most are based on copper compounds, which earned high-Tc

superconductors the nickname cuprates, though in 2008 some high-Tc superconductors

based on iron were found as well.

The Ginzburg-Landau theory seems to still be applicable to high-Tc superconduc-
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tors, but the exact pairing mechanism is still under debate [48]. Part of the difficulties

encountered in the study of high-Tc superconductivity are related to working in a

strong-coupling regime. This is where a description in terms of AdS/CFT could prove

fruitful.

1.2.2 Quantum criticality

A quantum phase transition is a phase transition occurring at zero temperature. Since

the temperature can no longer be the control parameter, a quantum phase transition

occurs at a critical value gc of some other parameter g [52]. The point where the phase

transition occurs is called a quantum critical point.

Because of the vanishing temperature, the system is in its ground state, so the

transition marks a change in this ground state. The quantum-mechanical ground state

of a system is unique, but depends on parameters such as g. As g is varied, one can

encounter a level-crossing event, in which the ground state and the first excited state

exchange roles. This would lead to a non-analyticity in the ground state as a function

of g (see Figure 1.1a). The more typical case for systems of finite size is an “avoided”

level-crossing, in which the energy of the excited state approaches that of the ground

state, but does not reach it (as in Figure 1.1b). In the infinite-size limit, however,

these events can get progressively sharper, leading again to non-analyticities of the

ground state [52].

At the point of a second-order quantum phase transition, the length scale of

quantum fluctuations diverges, according to a scaling law of the form

ξ−1 ∼ |g − gc|ν , (1.50)

where ν is a critical exponent. This exponent exhibits universality, meaning it is

largely independent of microscopic details. At the same time, the energy scale of the
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Figure 1.1: Possible dependence of the lowest energy states of a system of finite-size on
a parameter g. In a), there is a level crossing, and the ground state is non-analytic as
a function of g; in b), the level crossing is avoided, but the ground state’s dependence
on g might become non-analytic in the limit of infinite size.

fluctuations above the ground state (for example, the energy gap, if it exists) vanishes

at the critical point,

∆ ∼ |g − gc|zν , (1.51)

where the ratio z between the critical exponents is called the dynamic critical exponent.

The divergence of the correlation length for quantum fluctuations around the

critical point leads to long-range quantum entanglement, and the system can be

described by a conformal field theory. The conformal symmetry in systems at a

quantum critical point is often emergent, in the sense that it is a feature of the IR

physics that was not there in their microscopic description.

Since quantum critical points occur at exactly zero temperature, they can’t be

directly accessed in experiments. It turns out, however, that the existence of quantum

critical points has important consequences even at nonzero temperatures [52, 53].

There is in general a wide area in parameter space where the influence of the quantum

critical point is felt, as in Figure 1.2. This area represents the region of quantum

criticality in the phase diagram of a system. The rather surprising fact that the range
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of g where quantum criticality is observed is growing with temperature is related to

the fact that this phase is delimited by the lines ∆ ∼ T , and thus |g − gc| ∼ T 1/zν .

T

gg
c

Figure 1.2: A typical phase diagram for a system exhibiting quantum criticality [53].
There is a phase transition at zero temperature when g = gc, but the system exhibits
non-classical behavior for a wide area of phase space even at T 6= 0.

Quantum criticality has been observed experimentally in various systems. For

example [52,53], the insulators LiHoF4 and CoNb2O6 are normally ferromagnets at

zero temperature, due to the magnetic interactions between the holmium or cobalt

ions. However, when subjected to a large enough external magnetic field transverse

to the magnetic axis of the system, each of these insulators loses its magnetic order,

becoming a quantum paramagnet. Signs of quantum criticality were also observed in

high-Tc superconductors (see, for example, [54]).

In the AdS/CFT formalism, the existence of quantum criticality is signaled by

the appearance of an AdS throat in the IR at zero temperature. Just as on the field

theory side of the duality, the conformal symmetry at a critical point need not be

present in the microscopic theory (or it can be realized differently), on the gravity

side, the IR AdS need not be matched by the UV geometry. Indeed, as an example,
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several “domain wall” solutions have been constructed that interpolate between AdS

behavior in the UV and a different AdS space in the IR, as in [41,55,56].

One possibility is that at nonzero temperatures, the throat contains an RNAdS

black hole, making the geometry deep in the IR go to AdS2 × Rd as T → 0 [57].

Analysis of the IR behavior of fermions in the AdS2 throat suggests the existence of a

Fermi surface, which would provide another nice connection with condensed matter

systems [57–59].

There is a problem with the AdS2 constructions: the horizon area of the black

hole does not go to zero at zero temperature, which on the field theory side implies

non-vanishing entropy at T = 0. This is indicative of a large ground state degeneracy,

whose origin is not yet clear. See [57–59] for more details, and some reviews of the

ways in which AdS/CFT was applied to gain insights into strongly-coupled quantum

criticality.
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Chapter 2

Superconductors from superstrings

The following work was done in collaboration with Steven S. Gubser, Christopher

P. Herzog, and Silviu S. Pufu, and is published in [40]. This chapter is a lightly edited

version of the published paper.

We establish that in a large class of strongly-coupled (3 + 1)-dimensional N = 1

quiver conformal field theories with gravity duals, adding a chemical potential for the

R-charge leads to the existence of superfluid states in which a chiral primary operator

of the schematic form O = λλ +W condenses. Here λ is a gluino and W is the

superpotential. Our argument is based on the construction of a consistent truncation

of type IIB supergravity that includes a U(1) gauge field and a complex scalar.

2.1 Introduction

Using the AdS/CFT correspondence, refs. [38,43] argued that a classical scalar-gravity

model describes a superconducting phase transition in a dual strongly interacting

field theory. Superfluid phase transition is perhaps a more accurate description [44]

as there is no Higgs mechanism in the field theory, but for many physical questions,

the distinction is irrelevant [60]. The proposal is interesting because it suggests that

string theory techniques provide good theoretical control over superfluid transitions
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in certain strongly-coupled theories, raising the hope that one might extend lessons

learned from such theories to real condensed-matter systems. In this chapter, we

embed the scalar-gravity model in type IIB string theory. The embedding clarifies the

microscopic nature of the (3 + 1)-dimensional field theory dual.

The AdS/CFT correspondence provides a recipe for constructing a large class

of N = 1 supersymmetric, (3 + 1)-dimensional conformal field theories (SCFTs) by

placing a stack of N D3-branes at the tip of a three complex dimensional Calabi-Yau

cone X in type IIB string theory [22, 33, 34, 61]. The field theory can be thought of as

the open string degrees of freedom propagating on the D-branes at the Calabi-Yau

singularity, and is a quiver gauge theory with SU(N) gauge groups and superpotential

W .1

The AdS/CFT correspondence provides a dual closed string description of the

field theory as type IIB string theory in the background curved by the energy density

of the stack of D3-branes. In the near horizon limit, i.e., close to the D3-branes,

the ten-dimensional space factorizes into a product of anti-de Sitter space and a

Sasaki-Einstein manifold, AdS5 × Y , where Y is a level surface of the cone X. The

R-symmetry of the SCFT is realized geometrically as an isometry of Y .

In section 2.2, given a Sasaki-Einstein manifold Y expressible as a U(1) fibration

over a compact Kähler-Einstein base, we write down a consistent truncation of type

IIB supergravity to five dimensions that includes a complex scalar field Ψ and the

gauge field Aµ dual to the R-symmetry current. The field Ψ is dual to a chiral primary

operator O with scaling dimension ∆ = 3 in the field theory. In the presence of a

chemical potential µ, realized geometrically as the boundary value of At, the chiral

primary develops an expectation value below a critical temperature T0. In the dual

gravity language, an electrically charged black hole develops scalar hair. By calculating

1A quiver gauge theory is a field theory defined in terms of a quiver diagram, in which nodes
stand for SU(N) gauge fields, and edges are bifundamental matter fields between the two gauge
groups they connect.
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the free energy as a function of T , we demonstrate that this phase transition that

spontaneously breaks the U(1) R-symmetry is second order.

In section 2.3.1, we calculate the critical temperature Tp below which a more

general complex scalar with conformal dimension ∆ and R-charge R will develop

a perturbative instability. In some cases, for example for Ψ of section 2.2, this Tp

corresponds to the critical temperature of a second order phase transition. However,

if the phase transition is first order, Tc > Tp and Tp is instead the temperature below

which the symmetry-restored phase of the field theory becomes perturbatively unstable.

We show that of all scalar chiral primary operators, O has the largest Tp if it has lowest

conformal dimension. If the latter condition is satisfied, then for reasons presented in

section 2.3.2, it is likely that the condensation of O is responsible for a U(1) symmetry

breaking phase transition in the field theory. O is at least tied for lowest conformal

dimension in some quiver theories: in section 2.3.2 we give a particular example based

on a Z7 orbifold of S5.

Embeddings in M-theory of (2 + 1)-dimensional versions of these field theory

models have been discussed in [39]. While ref. [39] treats explicitly a broader range

of examples than we do, their analysis of the scalar instability is perturbative. Our

consistent truncation allows us to establish the phase transition is second order and to

follow the broken phase to arbitrarily low temperatures. Because we are working with

a (3 + 1)-dimensional field theory where the AdS/CFT duality is better understood,

we are able to say more about the microscopic nature of the field theory dual than

has been possible thus far in the (2 + 1)-dimensional case.
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2.2 A consistent truncation

Consider the following five-dimensional action, involving a metric, a U(1) gauge field,

and a complex scalar:

S =
1

2κ2
5

∫
d5x
√
−g (LEM + Lscalar) , (2.1)

where

LEM = R− L2

3
FµνF

µν +

(
2L

3

)3
1

4
ελµνσρFλµFνσAρ , (2.2)

and2

Lscalar = −1

2

[
(∂µη)2 + sinh2 η(∂µθ − 2Aµ)2 − 6

L2
cosh2 η

2
(5− cosh η)

]
. (2.3)

We define ε01234 ≡ 1/
√
−g. Note that this has the opposite sign compared to the

conventions in appendix A. The real fields η and θ are the modulus and phase of the

complex scalar Ψ. Note that for small η, the potential term expands to yield

V (η) = −12

L2
− 3

2L2
η2 + . . . . (2.4)

The leading order term comes from a negative cosmological constant, Λ = −6/L2.

The second order term is a mass for the scalar. We have

m2L2 = ∆(∆− 4) = −3 , (2.5)

and so ∆ = 3.

The U(1) gauge field has been normalized such that W has R-charge 2 and chiral

primary operators satisfy the relation ∆ = 3|R|/2 [63]. Our operator O has R-charge

2S. Franco et al. [62] considered a general class of scalar kinetic terms, to which this example
belongs.
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R = 2 and is indeed chiral primary.

We claim that any solution to the classical equations of motion following from this

action lifts to a solution of type IIB supergravity. The lift resembles the consistent

truncations of ref. [64], and it also generalizes the Pope-Warner type compactifications

of type IIB SUGRA [65]. The ten-dimensional metric for the lift has the form

ds2 = cosh
η

2
ds2

M +
L2

cosh η
2

[
ds2

V + cosh2 η

2
(ζA)2

]
. (2.6)

The metric on the manifold M is a solution to the five-dimensional equations of motion,

while V is a two-complex-dimensional manifold with a Kähler-Einstein metric gab̄ such

that Rab̄ = 6gab̄. Let ω be the Kähler form on V . We construct a U(1) fiber bundle

over V with the one form ζA = ζ + 2A/3 and ζ = dψ + σ such that dζ = 2ω.

In the case A = η = 0, the line element ds2
Y = ds2

V + ζ2 on the five-dimensional

space Y is a Sasaki-Einstein metric. Moreover, introducing a radial coordinate r > 0,

the line element dr2 + r2ds2
Y is a Ricci flat metric on a Kähler manifold X with a

conformal scaling symmetry r → λr. In other words, X is a Calabi-Yau cone.

Denoting F = dA and

J = sinh2 η (dθ − 2A) , (2.7)

we can write the self-dual five-form as

F5 =
1

gs
(F + ∗F) , (2.8)

where

F ≡ − 1

L
cosh2 η

2
(cosh η − 5) volM −

2L3

3
(∗MF ) ∧ ω +

L4

4 cosh4 η
2

J ∧ ω2 , (2.9)

∗F = L4 (cosh η − 5)

2 cosh2 η
2

ζA ∧ ω2 +
2L4

3
F ∧ ζA ∧ ω +

L

2
(∗MJ) ∧ ζA . (2.10)
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To specify the two-form gauge potentials we first consider the holomorphic three-form

Ω̂3 on the Calabi-Yau three-fold X normalized so that Ω̂3 ∧ ˆ̄Ω3 = 8volX . This form

decomposes as

Ω̂3 = r3

(
dr

r
∧ Ω2 + Ω3

)
, (2.11)

where r is the radial coordinate of the cone. The form e−3iψΩ2 is a primitive (2, 0)

form on V satisfying [14]

d(e−3iψΩ2) = 3ie−3iψσ ∧ Ω2 ,

Ω2 ∧ Ω̄2 = 2ω2 .

(2.12)

The two-form potentials are

F2 = L2 tanh
η

2
eiθΩ2 ,

F2 ≡ B2 + igsC2 .

(2.13)

One can check that the ansatz given by (2.6), (2.8), and (2.13) leads to a consistent

reduction with the effective five-dimensional lagrangian given by (2.2) and (2.3).

2.3 The phase transition

We are interested in studying the response of an SCFT to an R-charge chemical

potential µ and a temperature T . One expects that for low enough T/µ, R-charged

operators develop expectation values that spontaneously break the U(1) R-symmetry.

At high temperatures, the field theory is dual to an electrically charged black hole in

anti-de Sitter space, while at a sufficiently low temperature, the black-hole acquires

scalar hair [38,43]. The electrically charged black hole which solves the equations of

motion following from (2.2), along with a negative cosmological constant Λ = −6/L2,
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takes the form

ds2 =
L2

z2

[
−f(z) dt2 + d~x2 +

dz2

f(z)

]
,

A = µ

[
1−

(
z

zh

)2]
dt ,

(2.14)

where

f(z) = 1 +Q2

(
z

zh

)6

− (1 +Q2)

(
z

zh

)4

, (2.15)

with the charge Q = 2zhµ/3. The Hawking temperature of the black hole is

TH =
2−Q2

2πzh
. (2.16)

At low temperatures, a hairy black hole solution with η 6= 0 becomes available.

We find this solution numerically, using the techniques described, e.g., in [60]. By

a gauge choice, we can set θ = 0. We require no deformation of the conformal field

theory by the symmetry breaking operator O dual to η. So for small z,

η = −z3
(
〈O〉 κ

2
5

L3
+ . . .

)
, (2.17)

and the expectation value 〈O〉 is the order parameter for breaking the U(1) symmetry.

With a black hole horizon at z = zh, the other boundary conditions we impose are

that

At(z=0) = µ ,

At(z=zh) = 0 .

(2.18)

Figure 2.1 gives 〈O〉 as a function of T .

We also plot the difference in pressure between the electrically-charged black hole

phase and the hairy black hole phase in figure 2.1. The pressure is a coefficient in the
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near boundary expansion of gtt:

gtt = −L
2

z2
+ 2κ2

5P
z2

L
+ . . . . (2.19)

It is related to the free energy via Ω = −P Vol. To within our numerical precision,

∂∆Ω/∂T = 0 at T = T0, indicating a second order phase transition.
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Figure 2.1: Upper-right plot: |〈O〉|1/3 /T0 vs. T/T0, where 〈O〉 is expressed as multiples

of L3/κ2
5. The critical temperature is T0 ≈ 0.0607µ. Near T0, 〈O〉 ∼ |T − T0|1/2,

indicating a mean-field critical exponent. Lower-left plot: ∆P/T 4 vs. T/T0, where
∆P is the difference in pressure between the broken and unbroken phases, calculated
in the grand canonical ensemble. Near T0, one has ∆P ∼ (T − T0)

2, so the phase
transition is second order.

We have also calculated the conductivity for this model as a function of frequency

and T , using the techniques of ref. [43]. The results are qualitatively similar to those

of a free ∆ = 3 scalar in the probe limit [66].
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Figure 2.2: A contour plot of Tp/µ as a function of ∆ and R. The numbers next to
the contour lines represent Tp/µ. We need only consider scalars above the unitarity
bound, ∆ ≥ 1 [67]. The dark solid line is the BPS bound ∆ = 3R/2 [68]. Scalars
which are less stable than the operator O are restricted to the triangular, shaded
region near the lower-left corner.

2.3.1 Perturbative instabilities

Although our chiral primary leads to spontaneous breaking of the U(1) R-symmetry at

low temperature if µ 6= 0, these SCFTs typically have many operators with R-charge.

It may be that there exists another operator which produces a phase transition at a

higher temperature. Such an operator need not be a scalar. We focus on the case that
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this “less stable” operator is a scalar, and replace Lscalar with

− 1

2

[
(∂µη)2 + η2(∂µθ −RAµ)2 +m2η2

]
+

12

L2
, (2.20)

representing the leading quadratic terms for a complex scalar of charge R and conformal

dimension satisfying m2L2 = ∆(∆− 4).

These leading quadratic terms are enough to calculate the temperature Tp below

which the electrically charged black hole becomes perturbatively unstable with respect

to an exponentially growing mode of the scalar. We calculate Tp by looking for a zero

mode solution of η in the electrically charged black hole background (2.14). Such a

solution will have the leading behavior η ∼ z∆ near the boundary and should be finite

at the horizon. Depending on higher order terms in the scalar action, which in general

we don’t know, Tp may be the point of an actual second order phase transition, as it

was in section 2.2, or it may label a spinodal point in a first order phase transition,

beyond which the electrically charged black hole ceases to be perturbatively stable.

We solved for this zero mode numerically, and the resulting Tp is plotted in figure 2.2

as a function of ∆ and R. As described in [39], there is a critical curve in the R-∆

plane where Tp = 0. This curve can be determined analytically by considering the

behavior of the scalar field in an extremal electrically charged black hole solution:

R2 =
2

3
∆(∆− 4) + 2 . (2.21)

Note the BPS line ∆ = 3R/2 intersects this curve, leaving a region of finite area in

the R-∆ plane with Tp > 0.

Note that Tp is a monotonically increasing function of R and a monotonically

decreasing function of ∆. Moreover, along the BPS bound ∆ = 3R/2, Tp is a decreasing

function of ∆. These results suggest that the superfluid phase transition will be caused

by an operator at or close to the BPS bound and of small ∆.
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We found in section 2.2 that for SCFTs dual to D3-branes at Calabi-Yau singu-

larities, there always exists an operator with ∆ = 3 that saturates the BPS bound.

Given the existence of such an operator and corresponding T0, scalars which are

perturbatively less stable, should they exist, are restricted to a tiny corner of the R-∆

plane; see figure 2.2. We can in general check if there are any chiral primary operators

with ∆ < 3. It is less straightforward to rule out unprotected operators with a Tc > T0.

Nevertheless, the expectation is that such operators do not exist, at least for strongly

interacting theories with AdS/CFT duals. Large couplings are associated with large

anomalous dimensions. In these AdS/CFT constructions, we expect generic operators

to be dual to string states with masses of order the string scale, m`s ∼ 1, and thus

∆ ∼ (gsN)1/4. It seems unlikely we will find any unprotected operator with a Tc > T0.

2.3.2 A universal chiral primary operator

What chiral primary operators in an SCFT have R = 2 and ∆ = 3? Our supergravity

solutions are dual to superconformal quiver gauge theories via the AdS/CFT corre-

spondence. The lowest component O of the F-term in the Lagrangian describing these

field theories takes the form

O =W(φi) +
32πi∑

j

τj tr λ2
jα , (2.22)

where W is the superpotential, the gluino field λα is the lowest component of the

superfield Wα, and the complex scalar fields φi are the lowest components of the chiral

matter superfields Φi. The τj = θj/2π + 4πi/g2
j are the complexified gauge couplings,

and the sum j runs over the gauge groups in the quiver. Because of conformal

invariance and holomorphy arguments, we expect O to be a protected operator (up

to non-perturbative corrections, wave-function rescaling, and possible mixing with a

descendant of the Konishi operator). It is true that F has R = 2 and ∆ = 3. We
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claim that O is dual to the complexified scalar supergravity field (η, θ).

Consider the cases where the Sasaki-Einstein manifold is the sphere Y = S5 or the

level surface of the conifold Y = T 1,1. In the first case, the dual field theory is N = 4

SU(N) SYM. In N = 1 notation, the field theory has three chiral superfields X, Y ,

and Z transforming in the adjoint representation of SU(N), and a superpotentialW ∼

tr X[Y, Z]. In the second case, the SU(N)× SU(N) field theory has bifundamental

fields Ai and Bi, i = 1, 2 transforming under the (N, N̄) and (N̄ ,N) representations of

the gauge groups and a superpotential W ∼ εijεkl tr(AiBkAjBl). In both these cases,

O is indeed dual to the complexified scalar (η, θ) [24].

Note that for S5 and T 1,1, O will not cause the phase transition that breaks a U(1)

R-symmetry. The reason is that there exist chiral primary operators for these SCFTs

with lower conformal dimension. For S5, tr(X2) has ∆ = 2 while for T 1,1, tr(AiBj)

has ∆ = 3/2, and both of these operators condense at a higher Tc. Thus, we need

to look for SCFTs where O has the lowest conformal dimension among the chiral

primaries.

One such theory is S5/Z7 where the orbifold acts with weights (1, 2, 4) on the

C3 ⊃ S5. The quiver field theory has G = SU(N)7. The three chiral superfields X,

Y , and Z of N = 4 SYM become 21 fields X i
i+1, Y

i
i+2, and Zi

i+4. Here X i
j indicates

a field that transforms under the anti-fundamental of the ith gauge group and the

fundamental of the jth and X i+7
j = X i

j. A chiral primary tied for smallest conformal

dimension in this field theory is O. (The other chiral primary is related to the

beta deformation [69].) More generally, we expect an orbifold S5/Zn with weights

(w1, w2, w3) such that n = w1 + w2 + w3 to be a candidate provided that the wi are

distinct and that wi 6= −wj mod n for all i and j.
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Chapter 3

Emergent quantum near-criticality

from baryonic black branes

This is work done in collaboration with Christopher P. Herzog, Igor R. Klebanov, and

Silviu S. Pufu, and is published in [70]. This chapter is a lightly edited version of the

published paper.

We find new black three-brane solutions describing the “conifold gauge theory”

at nonzero temperature and baryonic chemical potential. Of particular interest is

the low-temperature limit where we find a new kind of weakly curved near-horizon

geometry; it is a warped product AdS2 ×R3 × T 1,1 with warp factors that are powers

of the logarithm of the AdS radius. Thus, our solution encodes a new type of emergent

quantum near-criticality. We carry out some stability checks for our solutions.

3.1 Introduction

Via the AdS/CFT correspondence [1–3], electrically charged black holes in space-

times with negative cosmological constant yield insights into the physics of strongly-

interacting systems at nonzero density. Recall that the correspondence relates semi-

classical gravity in d+ 1 space-time dimensions to a strongly-interacting field theory in
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one fewer dimensions. There have been two kinds of approaches to these problems. In

the bottom-up approach, a simple and phenomenological gravity model is constructed

to which the AdS/CFT dictionary is then applied. It is assumed that there exists

some field theory, of which we may have only a qualitative understanding, dual to this

space-time, but using the correspondence, we can quickly and efficiently determine

the phase structure, the equation of state, and transport coefficients. In the top-down

approach, one considers a well-established AdS/CFT duality where the field theory is

well-known but may have exotic symmetries and field content. Given the complexity

of the known dual pairs, calculations are often more difficult. However, they are worth

the extra effort, because they allow us to make precise and reliable statements about

actual strongly interacting field theories.

Here we take the second approach and construct a novel type of charged black

hole (or, more precisely, black 3-brane) using the baryonic symmetry of the conifold

gauge theory [22] dual to the AdS5 × T 1,1 background of type IIB string theory. Our

solution is similar to the Reissner-Nordström AdS5 black hole but is more complicated

because the compact space T 1,1 gets squashed by functions that depend on the radius.

In the zero-temperature limit, we find that the near-horizon region becomes similar

to AdS2 × R3 × T 1,1 up to slowly varying logarithmic functions. The presence of the

logarithms makes our IR solution a new kind of nearly conformal behavior. Thus,

very interestingly, our solution exhibits “emergent quantum near-criticality,” which

could make it useful for exploring connections with condensed matter phenomena.

Recently, there has been much interest in bottom-up approaches to study field

theories that undergo superfluid or superconducting phase transitions (see [31, 32]

for reviews). Strong electron-electron interactions are believed to play an important

role in the physics of high-temperature superconductors. References [57, 71–73] use a

bottom-up approach to model a strongly-interacting system of fermions at nonzero

density, and find evidence for the existence of a Fermi surface.
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While the bottom-up approaches allow one to scan quickly through a number of

simple gravity models and search for new phenomena, they have some disadvantages.

A major issue is that the precise nature of the dual field theory is typically unclear, and

one cannot be certain that it exists. Another disadvantage is related to the notion of

a consistent truncation and its stability. The AdS/CFT correspondence in its original

incarnation is a mapping between type IIB string theory in an AdS5 × S5 background

and N = 4 super Yang-Mills theory in 3+1 dimensions. In order to reduce a ten-

dimensional string theory to a manageable five-dimensional gravity theory, a consistent

truncation is made that eliminates all but a small number of fields. The consistency of

the truncation guarantees that a solution to the five-dimensional equations of motion

for the remaining fields is also a solution to the full ten-dimensional system. However,

nothing guarantees that this solution is a global or local minimum of the action in the

ten-dimensional setting; indeed, often it is not. The simple gravity models in these

bottom-up approaches would be consistent truncations if fit into the larger AdS/CFT

framework, and as such they may have instabilities.

In top-down approaches, one of the easiest ways to charge a black hole is through

the R-symmetry. The dual field theory often has an R-symmetry which maps to a

gauge field in the gravity system. In the grand canonical ensemble, R-charge on the

black hole translates into nonzero R-charge chemical potential µ in the field theory.

In the most studied case of N = 4 super Yang-Mills in 3 + 1 dimensions, it is strongly

suspected that at any nonzero µ, the theory is only metastable [74–76]. Moreover,

if µ becomes sufficiently large compared to the temperature, the theory becomes

thermodynamically and perturbatively unstable as well [35, 36,77].

More generically, charged scalars, if their charge-to-mass ratio is sufficiently large,

are a source of instabilities. Starting with refs. [38, 43], these charged scalars have

been studied intensively in the context of modeling a superfluid or superconducting

phase transition. Truncating such a charged scalar out of the gravity model also

42



spuriously eliminates the phase transition. While it is true that the physical systems

of interest often have a superconducting phase transition at very low temperatures,

from a theoretical point of view, it is of value to have a model where one may reliably

go to low temperatures without worrying about such instabilities.

In this chapter we construct a black three-brane charged under a baryonic U(1)B

symmetry. This solution passes a number of stability checks. We consider the well-

known conifold gauge theory and its dual pair, type IIB string theory in an AdS5×T 1,1

background [22]. The SU(N)× SU(N) field theory with bifundamental fields Ai and

Bj , i, j = 1, 2, has a global baryonic U(1)B symmetry. The corresponding U(1)B gauge

field in AdS5 comes from the R-R four-form with three indices along a topologically

non-trivial three-cycle. This realization of the U(1) symmetry makes our approach

different from the previous attempts to embed charged AdS black holes into string

theory. In particular, the nature of the charged objects is quite different. The gauge

invariant operators with baryonic charge in the conifold gauge theory have conformal

dimensions of order N . The smallest such operator in the conifold theory involves

determinants of the bifundamental matter fields. In the string dual, such an operator

maps to a wrapped D3-brane which may be studied semi-classically. We are able to

show explicitly that this wrapped D3-brane has a charge-to-mass ratio that is too

small to produce an instability. This check, however, is insufficient to demonstrate

the stability of our solution because one of the neutral fields may condense as the

temperature is decreased. We demonstrate stability with respect to one seemingly

dangerous neutral mode, but leave investigation of other modes for the future.

In [78], another potential instability of charged brane backgrounds was suggested.

Such an instability, called the “Fermi seasickness” in [78], is caused by nucleation

of a spacetime filling D-brane towards the AdS boundary (for earlier discussions of

similar D-brane instabilities see [75, 79]).1 In the dual gauge theory, this corresponds

1We thank Eva Silverstein for suggesting to us that our background may suffer from this instability.
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to an instability with respect to the Coulomb branch, where certain mesonic operators

develop vacuum expectation values.

In the background we are studying, this instability can be seen from computing the

potential for probe D3-branes filling the (t, ~x) directions. Numerical computations show

that for temperatures greater than about 0.2µ, the charged black branes constructed

here are stable with respect to such D3-brane nucleation, while for lower temperatures

they become metastable. For any nonzero temperature, the D3-brane is attracted

near the horizon, which means that there exists a potential barrier that for large N

prevents brane nucleation to AdS infinity.

The rest of this chapter is structured as follows. In section 3.2, we review the

details of the conifold gauge theory and its gravity dual. We also demonstrate a

consistent truncation of type IIB supergravity (SUGRA) for the conifold background

to a baryonic gauge field and two neutral scalars in five dimensions. Given the effective

5d Lagrangian, in section 3.3 we construct a metric, scalar, and gauge field ansatz for

a baryonically charged black 3-brane that depends only on a single radial coordinate.

The ansatz is invariant under a certain Z2 symmetry and leads to a system of non-linear

ordinary differential equations. In section 3.4, we find their numerical solutions with

AdS5×T 1,1 boundary conditions at large r. Although we encounter difficulties at very

low temperatures, the numerical work provides us with useful intuition concerning

the T = 0 solution. In section 3.5 we find the near-horizon series expansion in the

T = 0 limit and show that it has a near-AdS2 structure. In section 3.6, we study the

behavior of the smallest operator with baryonic charge in the conifold theory, the

dibaryon. We show that its charge-to-mass ratio is too small to lead to an instability.

In section 3.7 we carry out another stability check of our T = 0 solution, this time

with respect to a neutral Z2-odd perturbation. Because of nontrivial mixing with

the U(1)R gauge field, the analysis requires us to generalize the ansatz of Section 3.2.

Section 3.8 contains some final remarks and discussion. In Appendix 3.A, we find an
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analytic expression for our black hole in the small charge limit.

3.2 Conifold gauge theory and consistent trunca-

tion

The principal aim of this chapter is to study the AdS/CFT duality in presence of a

chemical potential for baryon number. In a general large N gauge theory, the operators

carrying baryon number have dimensions of order N , which distinguishes them from

the “mesonic” operators whose dimensions are of order one in the large N limit. In

AdS/CFT, the objects dual to baryonic operators are D-branes or M-branes wrapped

over non-trivial cycles of the internal manifold. In the maximally supersymmetric

version, which relates the N = 4 SYM theory to AdS5 × S5, there are no baryonic

operators. Their absence is related to the fact that S5 has no topologically non-trivial

three-cycles that could be wrapped by D3-branes. However, there are many known

examples where the AdS/CFT duality relates AdS5× Y , where Y is a Sasaki-Einstein

manifold, to N = 1 superconformal gauge theories that have baryonic operators. The

compact space Y typically has non-trivial three-cycles, so that the wrapped D3-branes

are topologically stable and the corresponding gauge theory possesses baryonic U(1)B

symmetries. We would like to turn on a chemical potential for the baryon number in

the gauge theory; in the string dual this translates into turning on the R-R four-form

gauge field that couples to the wrapped D3-branes.

We will present perhaps the simplest example of such a construction, in the context

of the duality relating the AdS5 × T 1,1 background of type IIB string theory to the

N = 1 superconformal “conifold gauge theory” [22]. This duality is motivated by

studying a stack of N D3-branes placed at the tip of the conifold, the Calabi-Yau
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cone zw − uv = 0. The explicit metric of its Sasaki-Einstein base, the T 1,1, is

ds2
T 1,1 =

1

6

2∑
i=1

(
dθ2

i + sin2 θidφ
2
i

)
+

1

9
(dψ + cos θ1dφ1 + cos θ2dφ2)2 . (3.1)

The conifold gauge theory with gauge group SU(N) × SU(N) is coupled to bi-

fundamental chiral superfields Ai, i = 1, 2 transforming as (N, N̄), and Bj, j = 1, 2

transforming as (N̄,N). These superfields form doublets under the global symmetries

SU(2)A and SU(2)B, respectively, and all of them carry R-charge 1/2. In addition to

the U(1)R × SU(2)A × SU(2)B global symmetry, which on the gravity side is realized

through isometries of T 1,1, the gauge theory has a baryonic U(1)B symmetry under

which

Ak → eiθAk , Bl → e−iθBl . (3.2)

The spectrum of gauge invariant operators splits into two sectors. The mesonic

operators, which are not charged under the U(1)B, have dimensions of order 1; the

baryonic operators, which are charged under the U(1)B, have dimensions of order

N . The lowest dimension examples of mesonic operators are TrAiBj of dimension

3/2, and TrAiĀj, TrBiB̄j, Tr(AiĀi −BjB̄j) of dimension 2. In general, the mesonic

operators transform under the U(1)R × SU(2)× SU(2) geometric symmetry of T 1,1,

but are neutral under the U(1)B. The lowest dimension operators carrying the U(1)B

charge are, for example, detA1 or detA2. These are the m = ±N/2 states of the spin

N/2 representation of SU(2)A. The general form of these dimension 3N/4 operators,

Am, m = −N,−N + 1, . . . , N − 1, N , may be found in [80]. They carry R-charge N/2,

and we will normalize their baryon number to 1. The string theory objects dual to

these operators are the D3-branes wrapping the (θ1, φ1, ψ) directions. Quantization

of the (θ2, φ2) collective coordinate gives rise to the N + 1 degenerate ground states

corresponding to the chiral operators Am.

Similarly, there exist chiral operators Bm, m = −N,−N + 1, . . . , N − 1, N , such
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that BN = detB1 and B−N = detB2. These operators have baryon number −1 and R-

charge N/2; they are dual to D3-branes wrapping the (θ2, φ2, ψ) directions. Replacing

these D3-branes by anti-D3 branes we find objects of baryon number 1 and R-charge

−N/2 that are dual to the antichiral operators B̄m that include detB̄1. Since the

U(1)R charge couples to mesonic operators and may lead to instabilities mentioned

above, we will be interested in objects charged under the U(1)B symmetry only. The

simplest such vertex operators are the (N + 1)2 products Am1B̄m2 which are dual to

combinations of D3-branes wrapping both the (θ1, φ1, ψ) and (θ2, φ2, ψ) directions.

Turning on a chemical potential for U(1)B is expected to create a nonzero spatial

density of such wrapped D3-branes. Our goal is to determine the background produced

by them. We will use the simplifying assumption that the wrapped D3-branes are

appropriately smeared over the T 1,1 coordinates, so that our solution will have the

full SU(2)× SU(2) symmetry.

The U(1)B gauge field in AdS5×T 1,1 is contained in the components of the 4-form

R-R-gauge field [30], C4 ∼ A ∧ ω3, where

ω2 ≡
1

2
(sin θ1dθ1 ∧ dφ1 − sin θ2dθ2 ∧ dφ2) ,

ω3 ≡ g5 ∧ ω2 ,

g5 ≡ dψ + cos θ1dφ1 + cos θ2dφ2 .

(3.3)

Our ansatz for the self-dual 5-form field strength will therefore be2

F5 =
1

gs
(F + ∗F) ,

F =
2L4

27
ω2 ∧ ω3 +

L3

9
√

2
F ∧ ω3 ,

∗F =
4

L
e−20χ/3volM +

L2

3
√

2
e2η− 4

3
χ(∗MF ) ∧ ω2 .

(3.4)

The normalization of the terms involving F has been chosen so that the kinetic term for

2 We use the conventions of appendix A for the Hodge dual.
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F in the effective five-dimensional action is normalized canonically in the ultraviolet.

Quantization of the 5-form flux requires that [81]

L4 = 4πgsN(α′)2 27

16
. (3.5)

At non-linear order, we expect the additional components of F5 to cause a violation

of the Poincaré invariance of the 5d metric, and also to produce a squashing of the

internal space T 1,1. A minimal consistent truncation of type IIB supergravity that

contains these effects turns out to be

ds2
10 = e−

5
3
χds2

M + L2eχ
[
eη

6

2∑
i=1

(
dθ2

i + sin2 θidφ
2
i

)
+
e−4η

9
g2

5

]
. (3.6)

If χ = η = 0, this metric reduces to the direct product between the non-compact

space M and T 1,1. The scalar χ controls the overall size of T 1,1, while η introduces

a stretching of the U(1) fiber relative to the two two-spheres. These scalar fields in

AdS5 are dual to operators of conformal dimension 8 and 6, respectively.

The above ansatz yields a consistent truncation of type IIB SUGRA with the

effective five-dimensional lagrangian

Leff = R− 1

4
e−

4
3
χ+2ηF 2

µν − 5(∂µη)2 − 10

3
(∂µχ)2 − V (η, χ) , (3.7)

where the potential for the two neutral scalars is given by

V (η, χ) ≡ 8

L2
e−

20
3
χ +

4

L2
e−

8
3
χ
(
e−6η − 6e−η

)
. (3.8)

The scalar kinetic terms and potential had been previously determined in [82]. However,

the scalar coupling to the U(1)B gauge fields was not considered there. Indeed, (3.7)

shows that the gauge kinetic term depends on the scalars; to study the baryonic black
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holes we need to include the squashing of T 1,1.

3.3 Equations of motion

Using (3.7), we will look for time-independent charged black 3-brane solutions. We

impose rotation and translation symmetry in the 3 spatial directions, but the Poincaré

symmetry is obviously broken. Therefore we will use the ansatz

ds2
M = −ge−wdt2 +

dr2

g
+
r2

L2

3∑
i=1

(dxi)2 , (3.9)

where g and w are functions of r. This choice of parametrization (see, for example, [83])

will prove useful in simplifying the form of the equations of motion. To turn on

the baryonic charge density and chemical potential, we need to consider only the

time component of the U(1)B gauge field, A = Φ(r)dt, so that the field strength is

F = dA = Φ′dr ∧ dt. We will also assume that the scalars χ and η depend on the

radial coordinate r only.

We should note that our full ten-dimensional ansatz (3.4)–(3.6) preserves the

Z2 space-time inversion symmetry where (t, ~x) → (−t,−~x) is accompanied by the

interchange of the two 2-spheres, (θ1, φ1)↔ (θ2, φ2). The forms ω3 and ω2 change sign

under this transformation, but the terms dt∧ dr ∧ω3 and dx1 ∧ dx2 ∧ dx3 ∧ω2 present

in F5 are invariant. In the gauge theory, this Z2 symmetry appears to correspond to

(t, ~x)→ (−t,−~x) accompanied by Ai ↔ B̄i.

With this ansatz, the effective one-dimensional lagrangian is

Leff = −5r3ge−
1
2
w
(
η′2 +

2

3
χ′2
)

+
1

2
r3e

1
2
we2η− 4

3
χΦ′2 − 3(gr2)′e−

1
2
w − r3e−

1
2
wV .

(3.10)
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The equations of motion following from this lagrangian are

χ′′ + χ′
(

3

r
+
g′

g
+

5r

3
η′2 +

10r

9
χ′2
)
− Φ′2

10g
ew+2η− 4

3
χ − 3

20g

∂V

∂χ
= 0 , (3.11a)

η′′ + η′
(

3

r
+
g′

g
+

5r

3
η′2 +

10r

9
χ′2
)

+
Φ′2

10g
ew+2η− 4

3
χ − 1

10g

∂V

∂η
= 0 , (3.11b)

g′ + g

(
2

r
+

5r

3
η′2 +

10r

9
χ′2
)

+
rΦ′2

6
ew+2η− 4

3
χ +

r

3
V = 0 , (3.11c)

Φ′′ + Φ′
(

3

r
+

1

2
w′ + 2η′ − 4

3
χ′
)

= 0 , (3.11d)

w′ +
10r

9

(
3η′2 + 2χ′2

)
= 0 , (3.11e)

where primes denote derivatives with respect to r, and V is the scalar potential defined

in (3.8).

Equation (3.11d) can be integrated once yielding

Φ′ =
Q

r3
e−

1
2
w−2η+ 4

3
χ , (3.11f)

where Q is an integration constant related to the charge of the black hole. This is the

conservation equation for baryonic charge. From now on, we will use (3.11f) instead

of (3.11d). Plugging (3.11f) into equations (3.11a)–(3.11c), we get the added bonus

of eliminating the dependence on w, so the remaining equations are

χ′′ + χ′
(

3

r
+
g′

g
+

5r

3
η′2 +

10r

9
χ′2
)
− Q2

10r6g
e−2η+ 4

3
χ − 3

20g

∂V

∂χ
= 0 , (3.12a)

η′′ + η′
(

3

r
+
g′

g
+

5r

3
η′2 +

10r

9
χ′2
)

+
Q2

10r6g
e−2η+ 4

3
χ − 1

10g

∂V

∂η
= 0 , (3.12b)

g′ + g

(
2

r
+

5r

3
η′2 +

10r

9
χ′2
)

+
Q2

6r5
e−2η+ 4

3
χ +

r

3
V = 0 . (3.12c)

To reduce the system from five to three coupled differential equations was the main

motivation for using the ansatz (3.9).
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3.4 Numerical solutions

Solving the coupled non-linear equations (3.11a)–(3.11f) is in general a difficult task.

We will mostly rely on numerical work, but in some limits will be able to present

analytical formulae. The simplest situation is when Q = 0 and we find the well-known

black 3-brane solution in AdS5. In this solution, the shape of T 1,1 does not depend

on r, i.e. the scalars χ and η vanish. For small values of Q we can use perturbation

theory in this small parameter to obtain an analytic expansion of the solution. This

exercise is carried out in Appendix 3.A where we find that the scalars χ and η are

now of order Q2 and acquire a dependence on r. In the next section, we present some

analytical results in the extremal limit. However, for intermediate values of Q, we

know of no good analytical methods and resort to numerical ones.

3.4.1 Setup for numerics

Finite-temperature solutions are found numerically by a standard shooting technique.

The numerical solver is seeded close to the boundary, which is located at r →∞, by

using a series expansion that imposes the correct boundary conditions.

The first task is to determine the boundary conditions. All our ten-dimensional

metrics must asymptote to AdS5 × T 1,1 at large r. This means that the asymptotic

boundary conditions that we require as r →∞ are

w → 0 , g =
r2

L2
+O(L2/r2) ,

η → 0 , χ→ 0 .

(3.13)

In order to describe states in the dual field theory at nonzero baryon chemical potential,

we also require Φ→ Φ0, for a constant Φ0 that will be related to the chemical potential

shortly. Generically, solutions satisfying these boundary conditions will have an event

horizon at some value r = rh where g(r) vanishes. The standard boundary conditions
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required at the horizon are that w, η, and χ should be finite.

From (3.11a)–(3.11f) one can work out a series solution at large r that satisfies the

boundary conditions (3.13):

w = O
(
(L/r)12 log2(r/L)

)
,

g =
r2

L2
+
g2L

2

r2
+
Q2L4

12r4
+O

(
(L/r)10 log2(r/L)

)
,

Φ = Φ0 −
Q

2r2
+O

(
(L/r)8 log(r/L)

)
,

χ = −Q
2L2

200r6
+
χ8L

8

r8
+O

(
(L/r)10

)
,

η =
Q2L2 log(r/L)

80r6
+
η6L

6

r6
+O

(
(L/r)10 log(r/L)

)
.

(3.14)

All higher order terms in the series are determined in terms of g2, Φ0, χ8, η6, and Q.

To proceed further, it is useful to review some of the symmetries of our ansatz.

The equations of motion (3.11) and the boundary conditions are invariant under some

scaling symmetries which act with the charges summarized in table 3.1. We say that

a quantity X has charge q under a scaling symmetry if

X → λqX . (3.15)

The first symmetry in table 3.1 is a formal way of expressing the arbitrariness of a

Symmetry e−w g Φ η χ t ~x r L

type A 0 0 0 0 0 1 1 1 1
type B 0 2 1 0 0 −1 −1 1 0

Table 3.1: Charges under the scaling symmetries of the equations of motion (3.11)
and of the boundary conditions (3.13). These charges are defined as in (3.15).

choice of units in the bulk. It can be used to set L = 1. The second symmetry can

be used to put rh = 1, but when shooting from the boundary it is more useful to

employ the same symmetry to set g2 = −1 instead. We can also set Φ0 = 0, by using
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the fact that the potential Φ appears only through its derivatives in the equations of

motion, and does not appear in the metric. Having eliminated Φ0 and fixed Q, we

are left with two parameters, χ8 and η6, that need to be tuned in order to match to

regular solutions at the horizon. Trial values for these parameters are determined

from the small Q (large T ) expansion of Appendix A, and the results are used to go

to progressively smaller temperatures.

Thermodynamic quantities such as the energy density ε, entropy density s, tem-

perature T , charge density ρ, and chemical potential µ, can be computed from the

following formulae:

ε = −3

2

g2

κ2
5L

, s =
2πr3

h

κ2
5L

3
, T =

g′(rh)e
−wh/2

4π
,

ρ =
Q

2κ2
5L

2
, µ =

Φ0 − Φh

L
,

(3.16)

where κ5 is the five-dimensional gravitational constant, wh ≡ w(rh), and Φh ≡ Φ(rh).

Using the parameters from [81] we find

1

κ2
5

=
27N2

64π2L3
. (3.17)

The energy density can also be computed from

ε =
3

4
(Ts+ µρ) , (3.18)

which follows from ε = Ts− p+ µρ and the tracelessness of the stress tensor, ε = 3p.

3.4.2 Results

Using the shooting method described above, we were able to find numerical black

hole solutions for a fairly large range of temperatures. Here are the main features we

observe:
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Figure 3.1: The behavior of the horizon values of the scalars as a function of T/µ. The
dotted line is the high-temperature behavior obtained from the low Q expansion in
appendix 3.A. According to the zero-temperature expansion developed in section 3.5,
ηh and χh should diverge at T = 0. We believe we are far from this regime.

• Our numerical results agree with the analytical computations presented in

Appendix 3.A in the limit of high temperatures. See figure 3.1 for a comparison

of the values of the scalars at the horizon found numerically to those predicted

by the analytic formula (3.55).

• We were able to construct numerical black hole solutions only for temperatures

higher than T ≈ 0.0005µ because of loss of numerical precision at lower temper-

atures. We believe the lowest temperatures we attained are not low enough to

provide a thorough check of the analytical zero-temperature horizon expansion

constructed in the next section. In fact, we will argue towards the end of the

next section that we expect the zero-temperature expansion to become a good

approximation to the near-extremal solutions when log log µ/T � 1, which is

beyond the range of temperatures where our numerics are reliable.

• As one decreases the temperature, the Bekenstein-Hawking entropy seems to ap-

proach a non-zero value (see figure 3.2). This fact will be confirmed analytically in

the next section, where we find that as T approaches zero, s/ρ ≈ 2.09. However,

as will be discussed later, there are stringy effects that make our solution trust-

worthy only down to an exponentially low temperature of order µe−const.×(gsN)2/3 .
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Figure 3.2: Entropy density normalized by charge density, as a function of temperature
over chemical potential. The entropy is seen to go to a nonzero constant as T → 0, in
agreement with the zero-temperature expansion discussed in section 3.5.

• Lastly, one may worry that at low enough temperatures the curvature of these

backgrounds might get large and the supergravity approximation might break

down. As can be seen from figure 3.3, the horizon value of the ten-dimensional

Riemann tensor squared is uniformly bounded from above. In fact, in the

following section we will show that all curvature invariants should vanish at the

extremal horizon.

3.5 Near-AdS2 near horizon

We now find a horizon series expansion at zero temperature. We will restrict ourselves

to the set of equations (3.12), since one can always use (3.11e) and (3.11f) to find

w(r) and Φ(r) afterwards. In the following, we use the symmetries in Table 3.1 to set

L = rh = 1.

A guess for the zero-temperature value of the charge Q that appears explicitly in

equations (3.12) can be found from the following line of reasoning based on properties

55



0.001 0.01 0.1 1
T�Μ

-21.5

-21.0

-20.5

-20.0

-19.5

-19.0

-18.5

HRH5LLhor

0.01 0.1 1
T�Μ

250

300

350

400

450

HR
abcd

H10L
RH10L
abcdLhor

Figure 3.3: The five-dimensional Ricci scalar (left), and the square of the ten-
dimensional curvature (right) at the horizon, in units where L = 1, as a function of
T/µ. As discussed in section 3.5, all curvature invariants evaluated at the extremal
horizon vanish.

of the nonzero temperature solutions. At the horizon, g(rh = 1) = 0; since g must be

positive outside the horizon, we need g′(1) ≥ 0. Evaluating eq. (3.11c) at the horizon,

we get

g′(1) = −1

6
e−6ηh− 20

3
χh
(
16e6ηh + 8e4χh − 48e5ηh+4χh +Q2e4ηh+8χh

)
≥ 0 , (3.19)

which implies

b1 ≤ e4χh ≤ b2 , (3.20)

where

b1,2 =
4

Q2e4ηh

(
−1 + 6e5ηh ±

√
1− 12e5ηh − (Q2 − 36)e10ηh

)
. (3.21)

For Q > 6, both b1 and b2 are negative or complex for any ηh, resulting in no possible

range of χh. For Q < 6, the smallest positive value of ηh for which b1,2 are real is the

one for which b1 = b2. The fact that there are no solutions for Q > 6 implies from
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(3.16) that

s

ρ
=

4π

Q
≥ 2π

3
≈ 2.09 , (3.22)

an inequality that should hold at all T within the supergravity approximation.

When b1 = b2, we have

ηc = −1

5
log(6−Q) , χc = − 1

20
log(6−Q)− 1

4
log

Q

4
, (3.23)

which implies that ηc and χc go to infinity as Q→ 6, while

ηc − 4χc = log
Q

4
→ log

3

2
as Q→ 6. (3.24)

A reasonable guess is that at zero temperature Q = 6 and the scalars χ and η diverge

at the extremal horizon, while η − 4χ approaches log 3
2
.

With Q = 6, we use the method of dominant balance to find the asymptotic

behavior of zero-temperature solutions at the horizon. By adding arbitrary power

series to these dominant terms, we find we can satisfy the equations of motion. We

obtain a solution of the form

χ = − 1

20
log

(
2187

16
r̃

)
+

1063

1000
r̃ + · · · ,

η = −1

5
log(18r̃) +

463

250
r̃ + · · · ,

g = r̃13/3

(
93312 · (12)1/3

25
+ · · ·

)
,

w =
5

36r̃
+

77

30
log r̃ + w̃ + · · · ,

(3.25)

where

r̃ ≡ r − 1 , (3.26)
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and the dots stand for regular Taylor series.

As r̃ → 0, g00 = −g e−w has an essential singularity. This prompts us to introduce

a better coordinate,

y = 3−193/1202−107/12053/40ew̃/2 e5/(72r̃) , (3.27)

which becomes large near the horizon. In terms of this coordinate, and reinstating the

factors of L2, the near-horizon metric becomes

ds2
10 =

L2

y2

(
−(log y)−37/20dt2 +

1

6 (30)1/4
(log y)1/4dy2

)
+ L2

(
1215

128

)1/12

(log y)−1/12d~x2

+

[
L2

6

(
15

8

)−1/4

(log y)1/4

2∑
i=1

(
dθ2

i + sin2 θidφ
2
i

)
+
L2

9

(
125

96

)1/4

(log y)−3/4g2
5

]
.

(3.28)

This is a warped product AdS2 × R3 × T 1,1 with warp factors that are powers of the

logarithm of the AdS radius y. The appearance of the logarithmic warp factors makes it

a novel type of “nearly conformal” IR behavior. Note that the 3d spatial components

of the metric tend to zero in the IR as gij ∼ (log y)−1/12δij; this is an important

difference from the RNAdS metric where they approach a constant. Remarkably, the

extra logarithms actually reduce the curvature, so that we can trust the supergravity

approximation everywhere: we have checked that the 10d Kretschmann invariant and

the 5d Ricci scalar scale as RabcdR
abcd ∼ (log y)−1/2 and R ∼ (log y)−1/3 respectively.

Such an asymptotic reduction of curvature due to the appearance of logarithms also

occurs in the UV region of the warped deformed conifold [82,84].

One can use the asymptotic solution to estimate what happens at temperatures so

low that the horizon is located deep inside the near-AdS2 region, at r̃h � 1. If we

assume that (3.25) approximately holds down to the horizon, we can estimate using

(3.16) that T/µ ∼ e
− 5

72r̃h up to power law corrections in r̃h and numerical factors.
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From (3.25), one can then compute the values of the scalars at the near-extremal

horizon:

ηh = 4χh = −1

5
log r̃h +O(r̃0

h) =
1

5
log log

µ

T
+O((T/µ)0) . (3.29)

We therefore expect the approach to the extremal limit to be very slow and hard to

investigate numerically because one has to go to exponentially small temperatures.

This numerical suggestion of the existence of an exponentially small scale compared

to the chemical potential µ in the conifold gauge theory is corroborated by a stringy

argument. In the type IIB string theory context, our solution cannot be trusted for

arbitrarily low temperatures.3 In the T = 0 solution the ψ-circle shrinks to zero size

at the horizon (see the last term of (3.28)), and the standard approach is to T-dualize

along this direction for log y > const.× (gsN)2/3 where the size of the circle becomes

of the order of the string length
√
α′. Estimating the temperature at which the size of

the ψ-circle at the horizon reaches the string scale, we find

log
µ

T
∼ (gsN)2/3 . (3.30)

It is remarkable that application of string theoretic arguments to our black brane

suggests that in the conifold gauge theory at baryon chemical potential µ there exists

an energy scale of order µe−const.×(gsN)2/3 . From the point of view of the type IIB

σ-model with coupling ∼ (gsN)−1/4, such a scale can arise only non-perturbatively.

Below this exponentially small scale, the gauge theory presumably exhibits some new

effects that can be studied by T-dualizing the solution and lifting it to M-theory.

While the background (3.25) has a non-vanishing Bekenstein-Hawking entropy and is

smooth, stringy effects become important when the ψ-circle becomes small, and these

effects could remove the conflict with the conventional statement of the Third Law

3We are very grateful to J. Maldacena and E. Witten for pointing this out to us.
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of Thermodynamics [85]. Since the type IIB backgrounds can be trusted when the

ψ-circle is above the string scale, we expect the entropy to be approximately constant

for µe−const.×(gsN)2/3 < T � µ, i.e. when the horizon is inside the near-AdS2 throat. It

would be very interesting to provide a microscopic origin of this entropy of order N2

by studying the underlying D3-brane system, which involves two intersecting stacks of

D3-branes wrapped over the T 1,1.

In order to match the asymptotic solution (3.25) to the appropriate behavior at the

boundary, we generically need a two-parameter family of solutions, in addition to the

integration constant w̃, which is related to a choice of units for time in the boundary

theory. Following [83], we linearize around this leading behavior, to find non-analytic

pieces that we might have missed. There are two solutions to the linearized equations,

of the form

δχ = eα/r̃r̃c1(1 + · · · ) ,

δη = 4δχ+ eα/r̃r̃c2(1 + · · · ) ,

δg = eα/r̃r̃c3(1 + · · · ) ,

(3.31)

where the corrections are just series in positive powers of r̃. The values of α and ci for

the two solutions are

α = − 5

72
, c1 =

1

20
, c2 = c1 + 1 , c3 = c1 +

10

3
, (3.32)

and

α = − 5

144

(√
21− 1

)
, c1 =

179
√

21− 189

360
, c2 = c1 , c3 = c1 +

13

3
.

(3.33)

For a scalar in AdS2, the behavior of linearized modes as a function of the radius
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y is

φ(y, t) ∼ φ0(t)y1−∆IR + A(t)y∆IR , (3.34)

where φ0(t) is the source for an operator of dimension ∆IR, and A(t) is its expectation

value [30]. In the case at hand, since the background is AdS2 up to powers of log y,

we expect (3.34) to hold up to similar powers. The perturbations (3.31) are indeed

of this form. The first of these solutions corresponds to a source for an operator of

∆IR = 2; the second to a source for ∆IR = (1 +
√

21)/2. Both of these operators are

irrelevant in the nearly conformal quantum mechanics found in the IR; hence, they

produce perturbations that decay at large y.

Another type of perturbation that we can study easily is a minimally coupled

massless scalar, for example the dilaton. In the near-AdS2 region, the minimal scalar

solutions behave as a+ b y(log y)4/5 + · · · . We identify the dual operator as a marginal

operator with ∆IR = 1. In the case of the dilaton, the operator is exactly marginal

because the string coupling is a parameter in our solution.

The extremal solution described above is reminiscent of the “run-away” attractor

flows described in [86]. Typically, an attractor flow is a set of solutions to the

supergravity equations of motion where the ultraviolet behavior is not universal, but in

the infrared the scalars approach fixed values. In the run-away case at least one of these

fixed values is at infinity. Our extremal solution would be of run-away type because

the scalars η and χ diverge at the extremal horizon, even though the combination

η − 4χ stays finite. An important difference between the extremal solutions from [86]

and the one we found is that in [86] the entropy density vanishes at extremality while

in our case it does not.
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3.6 Baryonic operators and D3-brane probes

In this section we investigate whether the baryonic black branes constructed above

are stable with respect to condensation of baryonic operators in the conifold gauge

theory. As was already described, these operators are dual to wrapped D3-branes in

the dual supergravity. These wrapped D3-branes act like charged particles; there is a

competition between the gravitational attraction and electrostatic repulsion between

the particle and the charged black brane. To test stability, we propose a simple

thought experiment. If we place such a wrapped D3-brane into the geometry and

the brane falls into the black hole, we conclude the black hole is stable. However,

if the brane finds some meta-stable minimum outside the horizon, we conclude the

black hole is unstable and more such wrapped D3-branes can bubble off the horizon,

find their way to the minimum in the potential, and reduce the baryonic charge on

the black hole. It is possible that more exotic bound states of D-branes may lead to

instabilities. We leave an investigation of such issues to future work.

We follow an analysis similar to that in section (1.1.6). The probe D3-brane action

takes the form

SD3 = −µ3

∫
d4x e−φ

√
− detGab + ε µ3

∫
C4 , (3.35)

where µ3 = (2π)−3(α′)−2, α′ is related to the string tension, and φ is the dilaton. For

our supergravity solution, the dilaton is a constant we take to be related to the string

coupling, gs = eφ. The parameter ε is equal to one, but we leave it arbitrary so that

we can tune the charge of the D3-brane. We assume the metric ansatz (3.6) and (3.9).

We assume the probe brane sits at constant θ2, φ2, xi, and r and wraps the

remaining four directions, including time. From SD3 and the ansatz for F5 (3.4) we

deduce a potential for the D3-brane:

V (r) =
3N

4L
e−

1
2
w(r)−η(r)+ 2

3
χ(r)
√
g(r)− ε3N

√
2

8L
Φ(r) . (3.36)
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Comparing (3.36) with (1.34), we see that in the UV where the scalars η and

χ are negligible, ew(r) ≈ 1 and g ≈ r2/L2, the wrapped D3-brane corresponds to a

particle in RNAdS with m/q =
√

2. As shown at the end of section 1.1.6, this ratio

corresponds to the critical value m/qcrit at which in RNAdS the potential V (r) has a

local minimum at r = rh in the extremal case. There is no reason to expect that the

critical value of m/qcrit should be the same in the presence of scalars, but we will now

show that this is nevertheless true.

The simplest demonstration is to plot V (r) numerically. At the lowest temperatures

we can access, there is no minimum in the potential when ε = 1. However, for ε > 1

and T sufficiently low, there is such a minimum, suggesting the D3-brane does indeed

have this critical ratio of charge to mass. Indeed, the minimum is observed to occur

for ε > ε0, where ε0 is some critical value larger than 1. In figure 3.4, we plotted the

dependence of this critical value on T/µ. We see that as the temperature goes to

zero, the critical value goes to 1. The position of the minimum moves towards the

horizon, showing that wrapped D3-branes have the marginal ratio of charge to mass

that means they barely escape condensation.

0.0 0.2 0.4 0.6 0.8 1.0
T�Μ0

2

4

6

8

Ε0

Figure 3.4: Critical value of the parameter ε above which condensation occurs, as a
function of T/µ. Just above ε0, the position of the potential minimum goes towards
the horizon as T → 0.
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Some analytic support for this claim comes from studying the conditions that the

minimum in the potential disappear, V ′(r∗) = V ′′(r∗) = 0. Restoring ε = 1, these two

vanishing conditions imply the relation

eη(r∗) =
3

2
e4χ(r∗) . (3.37)

However, we know this condition is satisfied in the T → 0 limit at the horizon from

(3.24). Thus the system just begins to become unstable at T = 0, and we expect no

phase transition.

More explicitly, we examine the potential (3.36) in the T → 0 limit. From the

zero-temperature series expansion (3.25), we find that

V (r) = Ne−
5

72(r−1)
− 1

2
w̃(r − 1)1/20

(
(1− ε)324 · 181/6

5
(r − 1) +O(r − 1)2

)
, (3.38)

where we set L = rh = 1. Thus, the leading term in this series expansion vanishes

when ε = 1.

3.7 Another stability check

The results of the previous section show that the black holes with baryonic charge

we have constructed are stable against the simplest condensing operators that carry

nonzero baryonic charge. Recall that all such operators have large dimensions of

order N . One may worry about a different kind of instability where at low enough

temperatures there is a phase transition driven by operators that are uncharged under

the baryonic symmetry. That such a phase transition is in principle possible was

noted in [39, 40, 60] for the case of the RNAdS black hole. In that case, all uncharged

operators with UV conformal dimension smaller than 3 (when the gauge theory is

3 + 1-dimensional) could trigger such an instability.
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In this section we will study the stability of certain modes in the IR near-AdS2

region of the T = 0 solution. For a minimally coupled scalar,

∆IR± =
1

2
±
√

1

4
+m2L2

AdS2
. (3.39)

Hence, the Breitenlohner-Freedman (BF) stability bound in AdS2 is

m2L2
AdS2
≥ −1

4
, (3.40)

and the dimension ∆IR− is allowed only in a narrow range of m2 above this bound [30].

When the BF bound is violated the dimensions become complex, and the modes

exhibit the oscillatory behavior as a function of the radius that is characteristic of

“bad tachyons” (see for example [87]). This simple analysis is not directly applicable to

the case of interest to us because the background is not exactly AdS2, and the scalars

are not minimally coupled. However, we will adopt a similar stability criterion. In

the linearized approximation, an instability will be associated with the presence of

complex dimensions and the ensuing oscillatory behavior of modes.

The baryonic black 3-branes studied in this chapter come from a ten-dimensional

type IIB construction, so one can study fluctuations of various (uncharged) supergravity

fields and check their stability. While a full analysis of all possible modes was not

performed, we will demonstrate stability with respect to perturbations associated

with a field theory operator of UV conformal dimension ∆ = 2. This operator is

Tr(AiĀi − BjB̄j), and its dual supergravity field is the “resolution mode” of the

conifold, λ, that allows the two S2’s to have different sizes. This is the most relevant

mode that is odd under the Z2 space-time inversion symmetry accompanied by the

interchange of the two 2-spheres. We thought that this mode was the most likely

to cause an instability because it saturates the BF stability bound in AdS5 × T 1,1;

luckily, as we show, it does not destroy the stability of the near-AdS2 solution.
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The challenge here is that λ mixes with the time components of certain gauge

fields, already at the linearized level. We were nevertheless able to find a consistent

set of supergravity fields that include λ and that decouple from all other fluctuations,

providing a more general (non-linear) consistent truncation of type IIB supergravity

than the one considered in section 3.2. Indeed, the consistent truncation we find

reduces to the one in section 3.2 in a particular limit. The full ten-dimensional ansatz

and the effective five-dimensional action are given in section 3.7.1. In order to examine

the stability of the near-AdS2 geometry, in section 3.7.2 we linearize the equations

of motion around the baryonic black brane background and develop a horizon series

expansion at zero temperature using the explicit solution discussed in section 3.5.

Remarkably, the linearized equations contain mixings between the modes and effective

mass terms that stabilize all potentially unstable modes within this ansatz.

3.7.1 A more general consistent truncation

A consistent truncation that extends (3.4)–(3.6) to include the resolution mode of

T 1,1 can be constructed as follows. Compared to (3.4)–(3.6), this truncation has three

additional fields: the scalar field λ, which is the resolution mode of the conifold, and

the spin-one fields AR and ÃR, which mix to give a gauge field corresponding to the

R-symmetry of the gauge theory as well as a massive spin-one field. The metric ansatz

is

ds2
10 = e−5χ/3ds2

M + L2eχ
[
eη+λ

6
(dθ2

1 + sin2 θ1dφ
2
1)

+
eη−λ

6
(dθ2

2 + sin2 θ2dφ
2
2) +

e−4η

9

(
g5 +

3√
2L
AR

)2 ]
.

(3.41)

Defining

gA5 ≡ g5 +
3√
2L
AR , (3.42)
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the self-dual five-form can be written as

F5 =
1

gs
(F + ∗F) ,

F =
2L4

27
ω2 ∧ ω2 ∧ g5 +

L3

9
√

2
F ∧ ω2 ∧ gA5

− L3

18
√

2
F̃R ∧ dg5 ∧ gA5 +

L3

18
√

2
ÃR ∧ dg5 ∧ dg5 ,

∗F =
4

L
e−

20
3
χvolM +

L2

3
√

2
e−

4
3
χ+2η

[
cosh(2λ) ∗M F − sinh(2λ) ∗M F̃R

]
∧ ω2

+
L2

6
√

2
e−

4
3
χ+2η

[
cosh(2λ) ∗M F̃R − sinh(2λ) ∗M F

]
∧ dg5

+
2
√

2

3
e−4χ−4η ∗M (AR + ÃR) ∧ gA5 ,

(3.43)

where we have defined the field strengths F = dA, FR = dAR, and F̃R = dÃR.

The effective five-dimensional action for this consistent truncation can be written

as a sum of a bulk piece and a Chern-Simons term:

S =

∫
d5x
√
−gL+ SCS . (3.44)

The bulk lagrangian L is given by

L = R− 10

3
(∂µχ)2 − 5(∂µη)2 − (∂µλ)2 − V (η, χ, λ)

− 1

4
e2η− 4

3
χ

[
cosh(2λ)

(
FµνF

µν + F̃R
µνF̃

µν
R

)
− 2 sinh(2λ)FµνF̃

µν
R

]
− 1

8
e−4η+ 8

3
χFR

µνF
µν
R −

4

L2
e−4η−4χ(ARµ + ÃRµ )2 ,

(3.45)

where

V (η, χ, λ) =
8

L2
e−

20
3
χ +

4

L2
e−

8
3
χ
(
e−6η cosh(2λ)− 6e−η coshλ

)
. (3.46)
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The Chern-Simons part of the action is

SCS =
1

2
√

2

∫
ÃR ∧ F̃R ∧ FR −

1

2
√

2

∫
A ∧ F ∧ FR . (3.47)

From now on, we restrict to a time-independent background where we have rotation

and translation symmetry in the three non-compact directions xi. The most general

ansatz with these symmetries is where the scalars χ, η, and λ depend only on r, and

where

ds2
M = −ge−wdt2 +

dr2

g
+
r2

L2

3∑
i=1

(dxi)2 ,

A = Φ(r)dt , AR = ΦR(r)dt , ÃR = Φ̃R(r)dt ,

(3.48)

generalizing the ansatz used in section 3.3. In this case, the equations of motion

following from the effective action (3.44) admit two conserved charges QB and QR

associated to the baryonic symmetry and to the R-symmetry of the gauge theory,

respectively. The conservation equations take the form

Φ′ cosh(2λ)− Φ̃′R sinh(2λ) =
QB

r3
e−

1
2
w−2η+ 4

3
χ , (3.49a)

Φ̃′R cosh(2λ)− Φ′ sinh(2λ)− 1

2
e−6η+4χ Φ′R =

QR

r3
e−

1
2
w−2η+ 4

3
χ , (3.49b)

where, as usual, primes denote derivatives with respect to r. The first of these two

equations is a generalization of (3.11f). In the UV, the scalars are negligible and

the above two equations reduce to Φ′ ≈ 1
r3
QB and Φ̃′R − 1

2
Φ′R ≈ 1

r3
QR, justifying the

interpretation of QB as the baryonic charge and of QR as the R-charge.
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3.7.2 Horizon expansion of linearized fluctuations

As mentioned in section 3.3, our background is invariant under a Z2 symmetry that

acts by flipping the sign of the non-compact coordinates, (t, ~x) → (−t,−~x), and

interchanging the two spheres in the compact space, (θ1, φ1)↔ (θ2, φ2). Recall that

in the background solution only χ, η, and Φ are nonzero. The fluctuations around

this background are distinguished by their parity properties under the Z2 symmetry:

δΦ, δχ, and δη are even, while δΦR, δΦ̃R, and δλ are odd. Due to the Z2 symmetry

of the background, the even and odd linearized fluctuations cannot mix. Here we are

interested in the resolution mode δλ, so we will focus on the mixing among the odd

fluctuations.

The linearized equations are

e
1
2
w

r3

(
r3g

e
1
2
w
δλ′
)′

+ e2η− 4
3
χ+wΦ′

[
Φ′δλ− δΦ̃′R

]
+

4

L2
e−6η− 8

3
χ(3e5η − 2)δλ = 0 ,

g

r3e
1
2
w

(r3e−4η+ 8
3
χ+ 1

2
wδΦ′R)′ − 16

L2
e−4η−4χ(δΦR + δΦ̃R) = 0 ,

g

r3e
1
2
w

(r3e2η− 4
3
χ+ 1

2
wδΦ̃′R)′ − 2ge2η− 4

3
χδλ′Φ′ − 8

L2
e−4η−4χ(δΦR + δΦ̃R) = 0 ,

(3.50)

where χ, η, Φ, g, and w are evaluated at their background values given in (3.11f)

and (3.25) for the zero-temperature extremal solution. Let’s focus on this extremal

solution and find a series expansion in r − 1 (we set L = rh = 1). This calculation is

similar to that of the non-analytic contributions to the background given at the end

of section 3.5. Since (3.50) is a system of three second order differential equations,

there are six linearly independent solutions whose leading behaviors are of the form

δΦR = e
α
r̃ r̃b1

(
δΦ

(0)
R + δΦ

(1)
R r̃ + · · ·

)
,

δΦ̃R = e
α
r̃ r̃b2

(
δΦ̃

(0)
R + δΦ̃

(1)
R r̃ + · · ·

)
,

δλ = e
α
r̃ e

5
72r̃ r̃b3−

21
20

(
δλ(0) + δλ(1)r̃ + · · ·

)
,

(3.51)
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with r̃ ≡ r − 1 as in (3.26). The coefficients α and bi are given in table 3.2. All six

solutions satisfy the U(1)R charge conservation condition (3.49b) at the linearized

level. Of the modes that do not grow with y (I, III, IV, and V), only mode III requires

a non-vanishing QR, while the others satisfy the conservation equation with QR = 0.

The crucial fact is that α is real for all six solutions, so there are no oscillatory solutions

Solution α b1 b2 b3 ∆IR

I − 5
36

83
30

b1 + 1 b1 + 1 2, source
II 5

72
−163

60
b1 + 1 b1 + 1 2, VEV

III − 5
72

21
20

b1 b1 0, VEV
IV 0 0 b1 b1 0, source

V −5(1+
√

5)
144

63−7
√

5
120

b1 b1
1+
√

5
2

, source

VI −5(1−
√

5)
144

63+7
√

5
120

b1 b1
1+
√

5
2

, VEV

Table 3.2: The coefficients of the perturbative expansion (3.51) and the IR dimensions
of the corresponding operators. The solution IV is in fact an exact pure gauge mode
for which ΦR = −Φ̃R = const.

in the near-AdS2 region. The absence of oscillatory solutions means that the black

3-branes with baryonic charge constructed in the previous sections are likely to be

stable with respect to the perturbations (3.50).

We discussed in section 3.5 how near the extremal horizon, the geometry is

AdS2 × R3 × T 1,1 up to slowly varying logarithmic factors. We can thus ask what

the effective dimensions of the operators dual to the modes given in table 3.2 are.

Changing variables to the AdS2 coordinate y defined in (3.27), we see that δλ behaves

for the six solutions as y−1, y2, y0, y, y
1−
√
5

2 , and y
1+
√
5

2 , respectively.

Using (3.34), the dimensions ∆IR corresponding to various perturbations are given

in the last column of table 3.2. Since solution IV is exact, has λ ≡ 0, and is pure

gauge, we suspect that the ∆IR = 0 modes we are seeing correspond to the conserved

charge operator in the effective quantum mechanics. This is consistent with the

fact that mode III, which produces a VEV of this operator, is seen to correspond to

non-vanishing QR. In this chapter we only study solutions with vanishing R-charge,
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so the charged modes with ∆IR = 0 are not allowed. The remaining dimensions we

find, 2 and 1 +
√

5
2

, correspond to irrelevant operators from the point of view of the IR

near-AdS2 theory. The sources for such operators correspond to modes that fall off

near the horizon as y−1 or y
1−
√
5

2 . Since the operators are irrelevant, we expect that

inducing them in the IR theory will not destroy the near-conformal IR solution we

find.

3.8 Discussion

This work initiates studies of black hole solutions charged under baryonic symmetries.

Such solutions are asymptotic to AdS×Y , and the baryonic U(1)B symmetries appear

due to the non-trivial topology of the Einstein space Y . We discussed the type IIB

example AdS5 × T 1,1 in some detail. Perhaps our most surprising finding is that the

type IIB charged 3-brane solution develops, in the zero-temperature limit, a novel kind

of near-horizon region, which is a warped product AdS2×R3× T 1,1 with warp factors

that are logarithmic in the AdS radius. This supergravity solution is smooth because

the logarithms decrease the curvature of the solution; in fact, all curvatures approach

zero at the horizon. In this sense this solution is reminiscent of the UV region of

another solution based on the conifold, with a topologically non-trivial 3-form flux

turned on [82,84]. That warped deformed conifold solution was supersymmetric and

automatically stable. In the present case, where the only non-vanishing supergravity

fields are the metric and the self-dual 5-form, the solution does not seem to preserve

any supersymmetry, and its stability is a serious issue. We carried out some highly

non-trivial stability checks for our solution.

We have shown that the simplest objects charged under the baryonic U(1)B, namely

the wrapped D3-branes, do not condense. This still leaves the possibility that one

of the neutral fields might cause an instability. Our solution preserves a certain Z2
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symmetry and we have checked stability with respect to one of the modes odd under

the Z2. This well-known mode, dual to the operator Tr(AiĀi −BjB̄j), turns on the

difference of the sizes of the two 2-spheres that is present in a small resolution of

the conifold, and also mixes with the U(1)R gauge field. We leave further studies

of stability for future work. We also note that we have encountered difficulties in

extending our numerical solution all the way to zero temperature. At the lowest

temperature we have been able to reach numerically, wh/2 ≈ 0.85, which means that

the near-AdS2 throat is only beginning to develop. It would be interesting to construct

the full numerical T = 0 solution that matches onto the near-horizon form that we

found analytically.

The zero-temperature solution is however threatened by another potential instabil-

ity of our construction. This is the “Fermi seasickness” suggested in [78], which is

caused by the nucleation of spacetime-filling D branes outside the black hole horizon.

The analysis of this instability can be carried out similar to section 3.6, by calculating

the potential for probe spacetime-filling D3 branes. The results are shown in Figure 3.5.

It turns out that our background is stable with respect to this kind of nucleation for

T & 0.19µ. For smaller temperatures, the charged black branes become metastable:

spacetime filling D3-branes are attracted to the horizon when they are close to it,

and this can be shown analytically to hold even for the zero-temperature solutions of

section 3.5; however, the branes can tunnel out to the AdS boundary. The tunneling

rate goes to zero for large N , so the metastability might not be a problem in the limit

we’re considering.
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Figure 3.5: The potential for a probe spacetime-filling D3 brane as a function of
the distance from the horizon. The branes can tunnel out to the AdS boundary for
temperatures smaller than about 0.19µ.

3.A Small-charge limit

Approximate solutions can be found in the small Q limit. Defining the dimensionless

parameter Q̃ ≡ QL/r3
h, the small Q expansion takes the form

w = Q̃2δw(2) + Q̃4δw(4) + · · · ,

g =
r2

L2

(
1− r4

h

r4

)
+Q2δg(2) +Q4δg(4) + · · · ,

Φ =
Q

2

(
1

r2
h

− 1

r2

)
+ Q̃3δΦ(3) + · · · ,

η = Q̃2δη(2) + Q̃4δη(4) + · · · ,

χ = Q̃2δχ(2) + Q̃4δχ(4) + · · · ,

(3.52)

where the starting point of the expansion obtained by setting Q = 0 corresponds to the

AdS-Schwarzschild solution. The small Q approximation (3.52) can be alternatively

thought of as a large temperature expansion.
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To second order in Q, defining ρ ≡ r/rh, one finds the solution

δw(2) = 0 , δg(2) =
1

12r4

(
1− ρ2

)
,

δη(2) =
1

20

(
1− 4ρ4

2ρ2
−Q− 3

2

(
1− 2ρ4

))
,

δχ(2) = − 1

40

(
1 + 3ρ2 − 6ρ4

ρ2
+ 3(1− 2ρ4) log

ρ2

1 + ρ2

)
.

(3.53)

This solution obeys the boundary conditions (3.14) at the conformal boundary and is

also regular at the black hole horizon.

The thermodynamic quantities (3.16) become in this limit

ρ =
Q

2κ2
5L

2
, s =

2πr3
h

κ2
5L

3
, ε =

r4
h

8κ2
5L

5

(
12 + Q̃2

)
,

µ =
Q

2Lr2
h

, T =
rh

24πL2

(
24− Q̃2

)
.

(3.54)

One can check explicitly that the relation (3.18) is satisfied. It is also useful to note

that the values ηh and χh of η and χ at the horizon are

ηh =
π − 3

40
Q̃2 , χh = − log 8− 2

40
Q̃2 . (3.55)
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Chapter 4

Membranes with topological charge

This is a lightly edited version of work done with Igor R. Klebanov and Silviu S. Pufu,

and published in [88].

If the second Betti number b2 of a Sasaki-Einstein manifold Y 7 does not vanish,

then M-theory on AdS4 × Y 7 possesses “topological” U(1)b2 gauge symmetry. The

corresponding Abelian gauge fields come from three-form fluctuations with one index

in AdS4 and the other two in Y 7. We find black membrane solutions carrying

one of these U(1) charges. In the zero temperature limit, our solutions interpolate

between AdS4 × Y 7 in the UV and AdS2 × R2 × squashed Y 7 in the IR. In fact,

the AdS2 × R2 × squashed Y 7 background is by itself a solution of the supergravity

equations of motion. These solutions do not appear to preserve any supersymmetry.

We search for their possible instabilities and do not find any. We also discuss the

meaning of our charged membrane backgrounds in a dual quiver Chern-Simons gauge

theory with a global U(1) charge density. Finally, we present a simple analytic solution

which has the same IR but different UV behavior. We reduce this solution to type

IIA string theory, and perform T-duality to type IIB. The type IIB metric turns out

to be a product of the squashed Y 7 and the extremal BTZ black hole. We discuss an

interpretation of this type IIB background in terms of the (1 + 1)-dimensional CFT

75



on D3-branes partially wrapped over the squashed Y 7.

4.1 Introduction

As was emphasized in sections 1.1.6 and 3.1, charged black hole solutions embedded

in string or M theory are often thermodynamically disfavored at small temperatures.

While a low-temperature phase transition can be very interesting for applications to

superfluidity or superconductivity, for other classes of applications it is desirable that

the symmetric phase be stable down to very low (or even vanishing) temperature

[57, 71–73, 89]. If so, then there exists a quantum critical phase described by the

AdS2 × Rp extremal near-horizon region of the RNAdS background.

In chapter 3, a black 3-brane charged under a topological “baryonic” charge was

studied. This is a solution asymptotic to AdS5 × T 1,1, with the topological charge

carried by D3 branes wrapped around the nontrivial three-cycle of T 1,1. In general,

for backgrounds of the form AdSp+2 × Y , in addition to the isometries of the Sasaki-

Einstein space Y , there may exist some non-R U(1) symmetries. The corresponding

gauge fields in AdSp+2 arise due to the non-trivial topology of Y . The number of

such topological U(1) symmetries is given by the second Betti number, b2, of the

internal space Y . In general, the nth Betti number bn equals the number of linearly

independent harmonic n-forms on the manifold Y , each of these forms representing a

generator of the de Rham cohomology Hn(Y ). In the 10d examples from type IIB

supergravity, the space Y is five-dimensional and by the Poincaré duality b2 = b3; in

the 11d examples, the space Y is seven-dimensional, and the Poincaré duality implies

b2 = b5.

While the string theory solution of chapter 3 passes many stability checks, it suffers

from “Fermi seasickness”, an instability due to nucleation of spacetime filling D3

branes outside the horizon. This chapter will look at a similar construction in M
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theory that avoids this instability.

Analogously to the solution studied in chapter 3, the connection between topology

and supergravity fluctuations comes about as follows [24, 30, 90]. In AdSp+2 × Y

compactifications, harmonic forms on Y are all that is needed to construct a consistent

linearized set of fluctuations that includes massless gauge fields in AdSp+2, one gauge

field for each of the linearly independent harmonic forms. Consider the case of

M-theory Freund-Rubin compactifications of the form AdS4 × Y 7, where Y 7 is a

seven-dimensional Sasaki-Einstein manifold with b2 > 0. Denoting by ω
(i)
2 the b2(= b5)

linearly independent harmonic two-forms on Y 7 and by ω
(i)
5 their seven-dimensional

Hodge duals (which in this case are harmonic five-forms on Y 7), one can consider the

following consistent set of linearized fluctuations of eleven-dimensional supergravity:

δA3 =

b2∑
i=1

A(i) ∧ ω(i)
2 , δA6 =

b2∑
i=1

Ã(i) ∧ ω(i)
5 , dÃ(i) = ∗4dA

(i) , (4.1)

where A(i) and Ã(i) are one-forms in AdS4. The duality relation dA6 = ∗dA3 requires

that the fields A(i) and Ã(i) should be related to each other through dÃ(i) = ∗4dA
(i),

and that ω
(i)
2 and ω

(i)
5 should be harmonic forms. The relation dÃ(i) = ∗4dA

(i)

implies that both A(i) and Ã(i) satisfy the equation of motion for a gauge field,

d ∗4 dA
(i) = d ∗4 dÃ

(i) = 0. For each i, there are two different boundary conditions in

AdS4 which correspond to treating eitherA(i) or Ã(i) as the fundamental variable [91,92].

The two possible conserved charges, electric and magnetic, map in the dual gauge

theory to global charge density and magnetic field, respectively [58, 93]. For our

purposes, this choice corresponds to allowing either the wrapped M2-branes or the

wrapped M5-branes. We will comment on the dual field theory interpretation of the

AdS4 × Y 7 backgrounds, and the meaning of this choice, in section 4.5. The above

discussion shows that in the M-theory case the supergravity fluctuation spectrum

around AdS4 × Y 7 contains b2 independent gauge fields whose existence relies on the
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existence of harmonic two- and five-forms on Y 7.

In this chapter we will consider Sasaki-Einstein spaces Y 7 which are principal U(1)

bundles over a direct product of two Kähler-Einstein spaces, V1 and V2. In this case,

there exists a universal harmonic two-form ω2 (or, equivalently, a universal harmonic

five-form ω5) that we exhibit in the next section. We will construct two-brane solutions

electrically charged under the corresponding gauge field A coming from δA3.
1 As

in the solutions of [70], several warp factor functions enter our consistent non-linear

ansatz. We derive a system of coupled ODEs for these functions and solve them

numerically to find the backgrounds for various values of T/µ. The warp factors turn

out to stabilize to finite nonzero values at the horizon in the zero-temperature limit,

producing an AdS2 × R2 × squashed Y 7 throat region that is also a solution to 11-d

supergravity. We find numerically the extremal background interpolating between this

throat region in the IR and AdS4 × Y 7 in the UV. We also find an analytic solution

with the same IR but different UV behavior. A possible instability associated with

condensation of charged fields would manifest itself in wrapped probe M2-branes being

repelled from the horizon. However, using the M2-brane world volume action, we

show quite generally that such an instability does not occur. We make some simple

checks of stability against condensation of neutral scalar fields, and we again find no

instabilities. We also study the potential for a probe space-time filling M2-brane and

prove that it vanishes at T = 0. Hence, there is no brane nucleation instability, and

our solution seems to be a good candidate for embedding the AdS2 × R2 IR behavior

into M-theory.

The rest of the chapter is organized as follows. In section 4.2 we describe the eleven-

dimensional ansatz and construct the charged black membranes numerically at nonzero

temperature and chemical potential. In section 4.3 we find the zero-temperature limit

of our backgrounds and show that the AdS2 × R2 × squashed Y 7 throat by itself

1An ansatz for magnetically charged solutions was set up in [70], but seems to lead to backgrounds
singular in the IR.
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satisfies the 11-d supergravity equations of motion. We also present a similar analytic

solution with different large r behavior. In section 4.4 we compute the potential

for the charged objects in the theory—the M2-branes. In section 4.5 we discuss an

interpretation of our results in the dual quiver Chern-Simons gauge theories. The

wrapped M2-branes are dual to operators containing non-diagonal magnetic fluxes,

and we comment on their fractional statistics. In section 4.6 we use string dualities to

map our analytic solution to one in type IIB theory, and find that the type IIB metric

is a product of the squashed Y 7 and the extremal BTZ black hole (the one that has

the minimum mass for a given angular momentum in AdS3) [94, 95]. The Appendices

contain some further stability checks and constructions of the two-cycles in Y 7.

4.2 A universal consistent truncation

Let us consider a seven-dimensional Einstein space Y 7 that can be written as a U(1)

fiber bundle over a direct product of two Kähler-Einstein spaces, V1 and V2. The

spaces Y 7, V1, and V2 could be manifolds or, more generally, orbifolds. The product

V1 × V2 must describe a space of real dimension six, or complex dimension three, so

without loss of generality we assume that V1 and V2 have complex dimensions two

and one, respectively. In section 4.2.1 we first show explicitly that all the spaces Y 7

with the property mentioned above admit a universal harmonic two-form which can

be used to construct a massless gauge field in AdS4 (4.1), and then give a non-linear

consistent truncation of eleven-dimensional supergravity that allows us to construct

black membrane solutions with topological charge. In section 4.2.2 we give examples

of spaces Y 7. Section 4.2.3 is concerned with examining the thermodynamic properties

of the charged black branes at nonzero temperature and charge density. Lastly, in

section 4.2.4 we construct these black branes numerically.
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4.2.1 The eleven-dimensional background

Quite generally, the Einstein metric on the space Y 7 can be written as

ds2
Y = ds2

V1
+ ds2

V2
+ (dψ + σ1 + σ2)2 , (4.2)

where each of the connection one-forms σi is a pull-back of a locally-defined one-form

on Vi. It is convenient to normalize this metric so that in a vielbein basis Rab = 6δab.

The Einstein condition for Y 7 implies both that

dσi = 2ωi , (4.3)

where ωi is the Kähler form on Vi, and that the Einstein metric on Vi should be

normalized so that the curvature two-form Ri satisfies Ri = 8ωi. In this normalization,

the range of ψ depends on the first Chern class of the fibration; see Appendix 4.A for

more details.

The spaces Y 7 admit a universal harmonic two-form given by

ω ≡ ω1 − 2ω2 . (4.4)

To see that this form is harmonic, it is helpful to pass to a vielbein basis where, in a

small enough coordinate patch, ω1 = e1∧e2+e3∧e4, ω2 = e5∧e6, and dψ+σ1+σ2 = e7.

In this basis, the volume form on Y 7 is just volY = e1 ∧ e2 ∧ e3 ∧ e4 ∧ e5 ∧ e6 ∧ e7. The

Hodge dual of ω can then be computed to be

∗Y ω = ω1 ∧ (ω2 − ω1) ∧ (dψ + σ1 + σ2) . (4.5)

Using (4.3), (4.5), and the fact that both ω1 and ω2 are closed, one can show that
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dω = d ∗Y ω = 0, so ω is indeed harmonic. Note also that J ∧ ∗Y ω = 0, where

J ≡ ω1 + ω2 (4.6)

is the Kähler form on V1 × V2.

One can use the space Y 7 and ω to construct a charged black hole solution to

the eleven-dimensional supergravity equations of motion as follows. The eleven-

dimensional metric is a warped product of a non-compact four-dimensional space M

and a squashed version of (4.2):

ds2 = e−7χ/2ds2
M + 4L2eχ

[
eη1ds2

V1
+ eη2ds2

V2
+ e−4η1−2η2(dψ + σ1 + σ2)2

]
, (4.7)

where the scalar fields χ, η1, and η2 are functions only of the coordinates on M . In

fact, we will only look for static solutions that are rotationally symmetric in two of

the four non-compact directions, and we write the metric on M in the form

ds2
M = −ge−wdt2 +

r2

L2

[
(dx1)2 + (dx2)2

]
+
dr2

g
, (4.8)

where g, w, χ, η1, and η2 depend only on r.

In addition to the metric, we need to specify the four-form F4:

F4 = − 3

L
e−

21
2
χvolM − 8QL3 e

−w
2
− 3

2
χ

r2
dt ∧ dr ∧

(
e2η1ω1 − 2e2η2ω2

)
, (4.9)

where Q is a constant related to the charge of the black hole, and the orientation of

M is given by

volM ≡
r2

L2
e−

1
2
wdt ∧ dx1 ∧ dx2 ∧ dr . (4.10)
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Its Hodge dual, F7, has the form

F7 = 384L6volY + 64QL4dx1 ∧ dx2 ∧ (∗Y ω) , (4.11)

with ∗Y ω defined as in (4.5). When Q is small, the 11-d equations of motion imply that

η1, η2, and χ are of order O(Q2), so to linear order in Q, equations (4.9)–(4.11) take

the form (4.1) with the gauge fields A and Ã having only electric and only magnetic

components, respectively.

The effective one-dimensional Lagrangian describing the consistent truncation

(4.8)–(4.11) is

L =
r2

L2
e−

w
2

[
63g

8
χ′2 +

g

2
(2η′21 + η′22 ) + g(2η′1 + η′2)2 +

2g

r
w′ − 2

r
g′ − 2g

r2
+ VQ + Vs

]
,

(4.12)

where

VQ =
4L2

r4
e−

3
2
χ
(
e2η1 + 2e2η2

)
Q2 ,

Vs =
9

2L2
e−

21
2
χ − 4

L2
e−

9
2
χ
(
2e−η1 + e−η2

)
+

1

2L2
e−2(2η1+η2)− 9

2
χ
[
2e−2η1 + e−2η2

]
.

(4.13)

This Lagrangian needs to be supplemented by the zero-energy constraint

2

r
g′ − g

[
63

8
χ′2 +

1

2
(2η′21 + η′22 ) + (2η′1 + η′2)2 +

2

r
w′ − 2

r2

]
+ VQ + Vs = 0 . (4.14)

The scalar potential Vs agrees with the one derived in [96] for the particular case

where the Sasaki-Einstein manifold Y 7 is Q1,1,1.
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4.2.2 Examples

Examples of spaces Y 7 satisfying the requirements of the previous section are some

regular Sasaki-Einstein manifolds and orbifolds thereof. A Sasaki-Einstein manifold Y

is a compact Riemannian manifold whose metric cone is Calabi-Yau. Such a manifold

is called regular if the fibers all close and have the same length. A regular Sasaki-

Einstein manifold can be described as a principal U(1) bundle over a Kähler-Einstein

base V , which in general cannot be written as a product V1 × V2 as in the previous

section [97].

The best known regular Sasaki-Einstein manifolds in seven dimensions are [97]:

I. Regular SE7 where the base V cannot be written as a product V1 × V2:

• S7, which is a U(1) fibration over CP3.

• N0,1,0, which is a U(1) fibration over the flag manifold F (1, 2).

• V5,2, which is a U(1) fibration over the Grassmanian manifold G5,2.

II. Regular SE7 where V = V1 × V2:

• Q1,1,1, which is a U(1) fibration over CP1 × CP1 × CP1.

• Q2,2,2, which is a Z2 orbifold of Q1,1,1 and a U(1) fibration over CP1×CP1×

CP1 also. It differs from Q1,1,1 in that the length of the fiber is shorter by a

factor of two.

• M1,1,1, which is a U(1) fibration over CP2 × CP1.

• Spaces which we will call Pn that are appropriate U(1) fibrations over

dPn × CP1, 3 ≤ n ≤ 8, where dPn is the nth del Pezzo surface constructed

by blowing up CP2 at n generic points.

From now on we will only be interested in the second group of examples listed above

for which the base of the U(1) fibration can be written as a direct product of two
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Kähler-Einstein manifolds. Indeed, V = V1 × V2 was a necessary ingredient for

constructing the consistent truncation of eleven-dimensional supergravity presented in

section 4.2.1.

In addition to the regular Sasaki-Einstein spaces we just described, one can also

consider their orbifolds. While the regular Sasaki-Einstein spaces under (II) all preserve

eight supercharges, their orbifolds generically break all SUSY.

4.2.3 Thermodynamics

Boundary conditions

Before we calculate thermodynamic quantities, we need to discuss the boundary

conditions one should impose on the solutions to the equations of motion following

from (4.12)–(4.14). At large r, these solutions should asymptote to AdS4 × Y 7, so

w → 0 , χ→ 0 , η1 → 0 , η2 → 0 ,

g =
r2

L2
+O(L/r) .

(4.15)

Generically, there will be an event horizon at some r = rh where g vanishes. The

remaining boundary conditions come from requiring regularity of all the fields at

r = rh.

Let us examine the boundary conditions (4.15) more carefully. From the asymptotic

form of the equations at large r we find that there is only one possible behavior for χ

consistent with (4.15): χ ∼ 1/r6. The gauge theory operator dual to χ has conformal

dimension ∆χ = 6, because in general the bulk field dual to a scalar operator of

dimension ∆ behaves at large r as r−∆ if no sources for that operator are turned on. A

similar asymptotic analysis shows that the fields η1,2 break up into the combinations

η̃ =
2η1 + η2

3
, λ̃ =

η1 − η2

3
(4.16)

84



that have definite scaling dimensions at large r. While for η̃ there is only one possible

large r behavior consistent with (4.15), η̃ ∼ 1/r4, corresponding to ∆η̃ = 4, λ̃

generically behaves as a linear combination of 1/r and 1/r2 with arbitrary coefficients,

both of these behaviors being consistent with AdS4 × Y 7 asymptotics. One then has

a choice of boundary conditions where either ∆λ̃ = 1 and the coefficient of 1/r2 is

required to vanish, or ∆λ̃ = 2 and the coefficient of 1/r is required to vanish [30]. Here

we choose the latter boundary condition on λ̃. With this choice, the equations obtained

from the Lagrangian (4.12) subject to the zero-energy constraint (4.14) and the other

boundary conditions described above can be solved by a power series expansion at

large r. The first few terms in the expansion are given below:

w = O(L4/r4) ,

g =
r2

L2
+
g1L

r
+O(L2/r2) ,

χ =
2L4

49r4

(
2Q2 − 3λ2

2

)
+
χ6L

6

r6
+O(L7/r7) ,

η1 =
λ2L

2

r2
− 4L4

35r4

(
2Q2 − 3λ2

2

)
log

r

L
− L4

r4

(
2

3
Q2 + η4

)
+O(L6/r6) ,

η2 = −2λ2L
2

r2
− 4L4

35r4

(
2Q2 − 3λ2

2

)
log

r

L
+
L4

r4

(
4

3
Q2 + η4

)
+O(L5/r5) .

(4.17)

All higher order terms are determined in terms of g1, χ6, η4, λ2, and Q.

The potential conjugate to Q

Quite generally, a global U(1) symmetry in the boundary field theory corresponds

to an Abelian gauge symmetry in the bulk. The charge density and its conjugate

chemical potential in the boundary theory can be computed from the corresponding

bulk gauge field. However, in (4.9) we did not write down a more general formula

in terms of a bulk gauge field as in (4.1), but instead we “solved” for the electric

component of this gauge field in terms of an integration constant Q from the very

beginning. The reason why we did this lies in the intricacies of non-linear consistent
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truncations: equation (4.9) can probably be generalized to a gauge field with arbitrary

components, but one would need to include several other supergravity fields that

were consistently set to zero in (4.7)–(4.9). The reason why in the discussion around

equation (4.1) this was not an issue is that at the linearized level in the gauge field, it

is consistent to set these additional supergravity fields to zero.

A generalization of (4.9) is still possible without having to turn on other supergrav-

ity fields: one can find the nonlinear generalization of the time-component of the gauge

field appearing in (4.1). To find it, one promotes Q to a canonical momentum in the

Hamiltonian associated with the 1-d Lagrangian (4.12). Call the canonically conjugate

variable Φ. The equation of motion satisfied by Φ can be found from Hamilton’s

equation, Φ′ = ∂H
∂Q

, which gives

Φ′ − 8Q

r2
e−

1
2
w− 3

2
χ
(
e2η1 + 2e2η2

)
= 0 . (4.18)

Plugging Q from eq. (4.18) in eq. (4.9), we get

F4 = − 3

L
e−

21
2
χvolM − Φ′

L3

e2η1 + 2e2η2
dt ∧ dr ∧

(
e2η1ω1 − 2e2η2ω2

)
. (4.19)

One can explicitly check that this still leads to a consistent truncation. The equation

of motion for Φ is imposed by the equation of motion for F4.

It is instructive to decompose the form appearing in (4.19) in terms of ω and J ,

e2η1ω1 − 2e2η2ω2 =
e2η1 + 2e2η2

3
ω +

2(e2η1 − e2η2)

3
J , (4.20)

and rewrite eq. (4.19) as

F4 = − 3

L
e−21χ/2volM − Φ′

L3

3
dt ∧ dr ∧ ω − Φ′

2L3

3

e2η1 − e2η2

e2η1 + 2e2η2
dt ∧ dr ∧ J . (4.21)
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This shows that Φ is the Coulomb potential for the topological charge density; for

large r it behaves as −24Q/r. With the boundary conditions described in eq. (4.17),

the last term in F4, which contains J , falls off faster than 1/r2 and therefore does not

correspond to a charge density.

Thermodynamic quantities

Thermodynamic quantities in the boundary theory such as the energy density ε,

entropy density s, temperature T , U(1) charge density ρ, and chemical potential µ

can be calculated from the following formulae

ε = −g1e
− 1

2
w0

κ2
4L

, s =
2πr2

h

κ2
4L

2
, T =

g′(rh)e
− 1

2
wh

4π
,

ρ =
Q

2κ2
4

, µ = Φ0 − Φh ,

(4.22)

where the subscript “h” represents the value of the corresponding field at the horizon,

while the subscript “0” represents the value at the conformal boundary.

There is a simple relation between these quantities,

ε =
2

3
(Ts+ µρ) , (4.23)

which holds in any (2 + 1)-dimensional CFT and can be proven from combining the

extensivity relation ε = Ts− p+ µρ with the tracelessness of the stress-energy tensor

ε = 2p. One can also prove (4.23) solely from the gravity side by noticing that the

“current”

j ≡ r4

L4
e

1
2
w

(
L2

r2
e−wg

)′
− 1

8
r2 e

1
2
w+ 3

2
χ

e2η1 + 2e2η2
ΦΦ′ (4.24)

is conserved in the sense that it satisfies ∂j/∂r = 0. One can check that this current is

conserved using the equations of motion following from the effective one-dimensional
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Lagrangian (4.12). Evaluated at the horizon, eq. (4.24) yields

jh = −2κ2
4 Φhρ+ 2κ2

4 Ts . (4.25)

Evaluated at the conformal boundary, it gives

j0 = −2κ2
4 Φ0ρ+ 3κ2

4 ε . (4.26)

The equality of the above two relations enforced by the conservation equation yields

precisely (4.23).

4.2.4 Numerics at nonzero temperature

For general values of the parameters, it is unlikely that there are analytic solutions

to the equations of motion resulting from the Lagrangian (4.12). We thus resort to

numerical work. We employ a standard shooting technique where we seed the numerical

integrator at large r, and integrate towards the horizon. The initial conditions are

then tuned until a solution that is regular at the horizon is found.

The boundary conditions for solving the equations of motion were described in

section 4.2.3. A series expansion around r = ∞ is used to determine the initial

conditions for the numerical integration. The first terms in this expansion are given in

eq. (4.17). At fixed Q, there are four free parameters, g1, χ6, η4, and λ2. One of these

parameters can be eliminated by observing that the equations of motion are invariant

under the following symmetry transformation:

g → α2g , r → α r , t→ α−1t , ~x→ α−1~x , Q→ α2Q , (4.27)

which can be used to set g1 = −1. The parameters χ6, η4, and λ2 can be fixed by

imposing the regularity conditions at the horizon, resulting in one solution for every
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value of Q. By varying the dimensionless parameter Q we can probe the boundary field

theory at various temperatures, or more precisely, at various values of the dimensionless

parameter T/µ. The 1-d Lagrangian (4.12) is invariant under Q→ −Q, so for each

solution with a given value of Q one can find another solution by replacing Q by −Q.

Without loss of generality, we restrict to the case Q > 0.

Our numerical results suggest that nothing drastic happens as the temperature

approaches zero. In fact, the scalars χ, η1, and η2 seem to approach fairly small values

at low temperatures: see figure 4.1. These values will be computed analytically in

the next section. The bottom right plot in this figure shows that the horizon value

of the eleven-dimensional Riemann tensor squared also stays bounded from above as

the temperature is decreased. The lack of divergences means that one can trust the

supergravity approximation all the way down to zero temperature.

The thermodynamics of our solutions is similar to that of four-dimensional RNAdS

black holes. For example, for both RNAdS and our backgrounds the entropy density

approaches a nonzero value at zero temperature (see figure 4.2). Similarly, the specific

heat at constant chemical potential grows linearly with temperature at low T , as can

be seen from figure 4.3. In the next section, we will in fact prove that at T = 0 the

near-horizon four-dimensional geometry is AdS2 × R2, as is also the case for RNAdS.

4.3 Extremal solutions

In general, the equations of motion following from (4.12) admit black hole solutions

with an event horizon at r = rh. We expect there to exist solutions where the horizon

is extremal, which corresponds to having vanishing temperature in the dual field

theory. One of the simplest scenarios is that at extremality rh > 0, the functions

χ, η1, η2, and w approach finite values at r = rh, and g behaves as (r − rh)2 and

thus g′(rh) = 0, giving zero temperature by eq. (4.22). This scenario describes an
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Figure 4.1: The horizon values of the scalars η1, η2, and χ and of the squared Riemann
tensor as a function of T/µ. The expected zero-temperature values that follow from
(4.32) are indicated by red dashed lines. The fact that none of these quantities diverge
as T → 0 shows that the supergravity approximation continues to hold down to
arbitrarily small temperatures.
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Figure 4.2: The dependence of the ratio of entropy density to charge density on T/µ.
The dashed line indicates the value s/ρ = 4π/Q ≈ 14.75 expected from the extremal
solution of section 4.3.
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Figure 4.3: The dependence of the specific heat at constant chemical potential on T/µ.
The dashed line in the plot on the left is a best fit line, showing the linear behavior of
the specific heat at low temperatures.

extremal horizon which is AdS2 × R2 × squashed Y 7, the amount of squashing in the

internal space Y 7 depending on the values of the scalars at the horizon. At extremality,

g(rh) = g′(rh) = 0, and the equations of motion following from the Lagrangian (4.12)

together with the zero-energy constraint (4.14) imply that an AdS2×R2×squashed Y 7

horizon is possible only if the total potential V = VQ + Vs (see eq. (4.13)) satisfies

V =
∂V

∂ηi
=
∂V

∂χ
= 0 at r = rh. (4.28)

These equations are solved by

η1 =
1

7
log 3 , η2 =

1

7
log 3− log 2 , χ =

5

14
log 3− 1

2
log 2 , (4.29)

as well as

Q = ±2
7
4

3
5
4

r2
h

L2
≈ ±0.852

r2
h

L2
. (4.30)

We will see shortly that the AdS2×R2× squashed Y 7 space is in fact an exact solution

to the 11-d supergravity equations of motion for an appropriate choice of the four-form

flux F4.
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For simplicity in the rest of this section we set L = rh = 1. This can be

achieved by using an appropriate choice of units in the bulk to set L = 1, and then

employing the symmetry (4.27) to move rh to 1. In this section we will describe

three solutions to 11-d SUGRA: In section 4.3.1 we start by describing an analytical

solution with seemingly unconventional UV behavior and AdS2×R2× squashed Y 7 IR

asymptotics; in section 4.3.2 we recover the analytical solution AdS2×R2×squashed Y 7

mentioned above as a scaling limit of the solution from section 4.3.1; lastly, in

section 4.3.3 we present a numerical solution with AdS4 × Y 7 UV asymptotics and

AdS2 × R2 × squashed Y 7 behavior in the IR.

4.3.1 A zero-temperature analytical solution

The 11-d SUGRA equations of motion admit the following analytical solution with

extremal AdS2 × R2 × squashed Y 7 horizon:

ds2 = −23

33
e−w0

(r4 − 1)2

r
8
3

dt2 +

√
6r

22
3

(r4 − 1)2
dr2 +

2
7
4

3
5
4 r

8
3

d~x2

+ 2
3
2 3

1
2 r

4
3

[
ds2

V1
+

1

2
ds2

V2
+

4

3
(dψ + σ1 + σ2)2

]
,

F4 = −2
21
4

3
11
4

volM −
16

3

√
2

3
e−

1
2
w0r3dt ∧ dr ∧ (2ω1 − ω2) .

(4.31)

This solution is of the form (4.7)–(4.9) given in section 4.2.1 with

g =
2

5
4 (r4 − 1)2

3
7
4 r12

, w = w0 − 14 log r , Φ = Φh + 4

√
2

3
e−

1
2
w0(r4 − 1) ,

η1 =
1

7
log 3 , η2 =

1

7
log 3− log 2 , χ =

1

3
log

3
15
14 r4

2
3
2

, Q =
2

7
4

3
5
4

,

(4.32)

which shows quite explicitly that in the IR the scalars stabilize to the values calculated

above in eq. (4.29), and the charge Q is the same as in (4.30). There is, of course,

another solution to the equations of motion that differs from the one above in the sign

of Q.
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From a field theory perspective, the presence of the AdS2 factor in the IR geometry

means that the effective IR field theory can be thought of as a (0+1)-dimensional quan-

tum mechanics, which can perhaps arise from a chiral sector of a (1 + 1)-dimensional

CFT. The effective dimensions of various operators are related to the IR behavior of

supergravity fluctuations around the background (4.32): a supergravity field dual to

an operator O of dimension ∆IR has two linearly independent solutions, one behaving

as (r − 1)∆IR and one as (r − 1)1−∆IR as r → 1. The coefficient of the first of these

two solutions corresponds to a source for O, while the coefficient of the second one

corresponds to an expectation value.

Some of the simplest operators one can study correspond to fluctuations of the

fields already present in the consistent truncation (4.12). It turns out that the

linearized equations for the perturbations (δχ, δη1, δη2, δg, δw) can be solved exactly.

The solution is

δη1 = cη1 (r4 − 1)α , δη2 = cη2 (r4 − 1)α , δχ = cχ (r4 − 1)α ,

δw = −21 δχ , δg = −7 · 21/4

33/4r12
cχ(r4 − 1)α+2 ,

(4.33)

where there are six possible choices for α,

α1 = −1

2
±
√

69

6
, (4.34a)

α2 = −1

2
± 1

6

√
66− 3

√
73 , (4.34b)

α3 = −1

2
± 1

6

√
66 + 3

√
73 . (4.34c)

The coefficients ci are not independent, but are related by the following equations

cη1 = −3cχ
4

15α2 + 15α− 28

6α2 + 6α− 7
, cη2 =

3cχ
8

126α4 + 252α3 − 177α2 − 303α + 140

6α2 + 6α− 7
.

(4.35)

These perturbations correspond to three irrelevant operators in the dual quantum
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mechanics of dimensions

∆IR,1 =
1

2
+

√
69

6
, ∆IR,2 =

1

2
+

1

6

√
66− 3

√
73 , ∆IR,3 =

1

2
+

1

6

√
66 + 3

√
73 .

(4.36)

Solutions with different UV behavior for the functions appearing in the 11-d metric

(4.7) (in particular the one with AdS4 × Y 7 UV asymptotics we will discuss) generate

in the IR sources for these operators. Some fluctuations of 11-d supergravity not

included in the consistent ansatz (4.12) are given in Appendix 4.B.

4.3.2 The IR “attractor” as a scaling limit

The AdS2 × R2 × squashed Y 7 IR asymptotics of the exact solution described in the

previous section represent in fact another exact solution to the 11-d SUGRA equations

of motion. Indeed, the AdS2 × R2 × squashed Y 7 “attractor” arises as a scaling limit

of (4.31) where one sends r → 1 + yε and t→ t/ε and then takes the limit ε→ 0. The

background obtained in this limit is AdS2×R2× squashed Y 7 supported by four-form

flux:

ds2 = −27

33
e−w0y2dt2 +

3
1
2

2
7
2

1

y2
dy2 +

2
7
4

3
5
4

d~x2

+ 2
3
2 3

1
2

[
ds2

V1
+

1

2
ds2

V2
+

4

3
(dψ + σ1 + σ2)2

]
,

F4 = −2
21
4

3
11
4

e−
1
2
w0dt ∧ dx1 ∧ dx2 ∧ dy − 16

3

√
2

3
e−

1
2
w0dt ∧ dy ∧ (2ω1 − ω2) .

(4.37)

Note that this solution is not of the form (4.7)–(4.9) because the coefficient of d~x2 in

(4.8) cannot be set to a constant. Perturbations around this solution can be computed

directly from perturbing the 11-d background (4.37), or can be obtained by taking

the scaling limit of perturbations around the background (4.31) such as (4.33).
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4.3.3 A numerical solution with AdS4 × Y 7 asymptotics

Three of the six linearly independent perturbations described in section 4.3.1, namely

the ones corresponding to sources for the operators of dimensions (4.36), are well-

behaved at the horizon. These three integration constants allow us, at least at the

linearized level, to adjust to zero the asymptotic values of the scalars at large r so

that our solutions asymptote to AdS4 × Y 7. Of course, there is no guarantee that the

same holds true for the exact equations, but we can check numerically that this is

indeed the case. As before, we use a standard shooting technique, this time seeding

the numerical integrator very close to the horizon. We use the linearized perturbations

as a seed, and tweak the coefficients of the three linearly independent perturbations

until we find a solution that obeys the desired boundary conditions at large r.

Plots showing the behavior of the scalars as a function of radial coordinate are

given in figure 4.4. We thus see that there exists an extremal black hole solution

that interpolates between the attractor solution of the previous section in the IR and

AdS4 × Y 7 in the UV. As a consistency check, we verified that our zero-temperature

numerics are consistent with s/ρ = 4π/Q ≈ 14.75 and Rh,abcdR
abcd
h = 656/3 ≈ 218.67,

which can be calculated directly from the attractor solution (4.32), as these quantities

are insensitive to the UV asymptotics. These values are also consistent with the

finite-temperature numerics that we discussed in section 4.2.4; see figures 4.1 and 4.2.

4.4 The potential for probe M2-branes

There are two types of M2-branes present in our construction: the M2-branes filling the

(t, x1, x2) directions, which are responsible for generating the asymptotic AdS4 × Y 7

space, and M2-branes wrapped over a two-cycle in the internal space which are

responsible for the topological charge of the membrane solution. We will henceforth

refer to the former type of branes as space-time filling, and to the latter as wrapped.
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Figure 4.4: The dependence of the scalars η1, η2, and χ on the radial variable r at
zero temperature. We see that the scalars tend to zero at the boundary since our
solution asymptotes to AdS4 × Y 7 in the UV.
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One might wonder whether there is an instability where any of these branes tunnel

out to infinity [75, 76, 78]. We investigate this question by computing the potential

for a probe brane as a function of the AdS radial variable r. The action for a probe

brane is

SM2 = −τM2

∫
d3x
√
−G± τM2

∫
A3 , (4.38)

where τM2 is the M2-brane tension,

τM2 =
2π

(2π`p)3
, (4.39)

and A3 is the three-form gauge potential for F4 = dA3. We are primarily interested in

the sign such that the interaction with A3 is repulsive, i.e. when the M2-brane has the

same charge as the stack that creates our background. Then the force on the brane

vanishes in AdS4 × Y 7. The opposite sign corresponds to a probe anti M2-brane, for

which the force is attractive at infinity.

For static embeddings, one can define a potential V for the probe branes through

SM2 = −
∫
V dt . (4.40)

Our backgrounds are metastable if the potential is smaller at some r > rh than at the

horizon.
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4.4.1 Probe space-time filling M2-branes

Since the volume of these branes is infinite, we will look at their potential energy per

unit area. We thus write

SM2 = −
∫
dt d2x

[
vg(r) + ve(r)

]
, (4.41)

where vg(r) and ve(r) come from the first and second terms in (4.38), respectively. It

is straightforward to calculate these contributions using eq. (4.7). We have

vg(r) = τM2r
2√ge−

1
2
w− 21

4
χ , v′e(r) = ∓3τM2r

2e−
1
2
w− 21

2
χ , (4.42)

and we can choose, for example, ve(rh) = 0. Here and in the rest of this section we

set L = 1. The minus sign in ve(r) corresponds to probe branes, while the plus sign

corresponds to probe anti-branes. The probe anti-branes are always attracted towards

the horizon, so we will only focus on the probe branes. In figure 4.5, we have plotted

the potential vtot(r) ≡ vg(r) + ve(r) at various temperatures, as a function of r. We

see that the potential never dips below the horizon value, so the background is stable

with respect to tunneling of space-time filling M2-branes.

One can also evaluate the potential vtot(r) for the space-time filling branes on the

analytical extremal solution (4.32). In this case, the potential vanishes identically.

From the plots in figure 4.5, it looks like the space-time filling M2-brane potential

also vanishes identically in the extremal limit of the solution of section 4.3.3 that

asymptotes to AdS4 × Y 7, so one might wonder whether this result is insensitive to

the UV asymptotics of the solution. Indeed, one can prove this result starting with

the observation that the force per unit area, ftot ≡ −v′tot, satisfies the following first

98



2 3 4 5 6
r�rh

0.1

0.2

0.3

0.4

0.5

vtot

T�Μ = 0.00017

T�Μ = 0.0069

T�Μ = 0.015

T�Μ = 0.029

T�Μ = 0.051

T�Μ = 0.50

Figure 4.5: The potential energy per unit area of a probe space-time filling M2-brane
as a function of the AdS radial coordinate r, at various temperatures. We worked in a
gauge where the horizon value of the potential vanishes.

order differential equation:

f ′tot +

[
3e−

21
4
χ

√
g

+
g′

2g
+

21χ′

4

]
ftot = 0 . (4.43)

Since this equation is linear, its solutions depend on one integration constant that

acts as a multiplicative factor. Near the extremal horizon, (4.32) and (4.33) give

3e−
21
4
χ

√
g

+
g′

2g
+

21χ′

4
=

2

r − 1
+ subleading , (4.44)

so

ftot = c
[
(r − 1)2 + subleading

]
. (4.45)

The subleading terms in the above two equations are sensitive to the UV asymptotics,

but the leading term is not. Since vtot vanishes identically when evaluated on the

leading behavior (4.32), it must be that c = 0. Therefore, the potential for the space-

time filling M2-branes is exactly flat for any solution that connects to the solution

(4.32) in the IR. It is worth noting that even though the exact AdS2×R2×squashed Y 7
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solution (4.37) cannot be written in the gauge (4.7)–(4.8), one can also show that the

potential for space-time filling branes is exactly flat in this case too. The flatness

of the potential follows from taking a scaling limit of the exact solution (4.31) as

explained at the beginning of section 4.3.2.

The existence of a flat potential for the space-time filling branes is reminiscent of

supersymmetric solutions, so one might wonder whether our background preserves

any supersymmetry. In a supersymmetric background, the gravitino variation

δµε ≡ ∇µε+
1

12

(
1

4!
FνρλσΓµΓνρλσ − 1

2
FµνρλΓ

νρλ

)
ε (4.46)

vanishes identically. A necessary condition for this to happen is that

[δµ, δν ]ε = 0 , (4.47)

which is a linear system of algebraic equations. One can check that this system has

no non-trivial solutions for both the backgrounds (4.31) and (4.37).

4.4.2 Probe wrapped M2-branes

Let us consider a static M2-brane embedding where the brane wraps a topologically

non-trivial two-dimensional cycle C in the internal space and sits at some fixed values

of r and ~x. By the internal space we mean the squashed version Ỹ 7 of Y 7 appearing

in (4.7) with the metric

ds2
Ỹ

= eχ
[
eη1ds2

V1
+ eη2ds2

V2
+ e−4η1−2η2(dψ + σ1 + σ2)2

]
. (4.48)

For a fixed value of r at which the scalars χ, η1, and η2 don’t diverge, the topology

of Ỹ 7 is the same as that of Y 7, and there is a one-to-one correspondence between

surfaces in Y 7 and surfaces in Ỹ 7. So when we say that a brane wraps a cycle C in
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Ỹ 7, we might as well be thinking about the corresponding cycle in Y 7, and indeed

we will not be careful about this distinction in the rest of this section unless there is

potential for confusion.

The probe-brane action (4.38) takes the form

SM2 = −
∫
dt
[
V Cg (r) + V Ce (r)

]
, (4.49)

where V Cg (r) and V Ce (r) come from the first and second terms in (4.38), respectively.

We will call V Cg (r) the gravitational potential and V Ce (r) the electrostatic potential

for such a brane. Stable brane wrappings are of course those that minimize the total

potential V Ctot(r) ≡ V Cg (r) + V Ce (r).

A simple way to construct non-trivial two-cycles in Ỹ 7 is to start with a two-cycle

in the base V = V1×V2, and lift it to Ỹ 7. However, not every two-cycle in the base can

be lifted to a two-cycle in the total space. The reason for this restriction is that when

lifting a two-cycle, one needs to specify what the fiber angle should be at all points

on that cycle, and such an assignment may not be consistent because of topological

reasons. We include a more technical discussion of these issues in appendix 4.C.1.

The upshot is that any (well-defined) two-cycle C in Ỹ 7 satisfies

∫
C
J = 0 , (4.50)

where J = ω1 + ω2, as in (4.6). One way to understand this condition is to note that

J is a closed form in Y 7 because it obeys deψ = 2J , where eψ ≡ dψ + σ1 + σ2 is a

globally-defined one-form on Y 7.2

Using (4.21) and the fact that
∫
C J = 0, one can write the electrostatic potential

2Note that σ1 + σ2 by itself is not a globally defined one-form, so the condition (4.50) does not
hold for two-cycles in V1 × V2.
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V Ce (r) as

V Ce (r) = ∓1

3
τM2Φ

∫
C
(ω1 − 2ω2) = ±τM2Φ

∫
C
ω2 . (4.51)

This term depends only on the homology class of C in H2(Y 7;Z), so in order to find

the stable wrappings for a given homology class H2(Y 7;Z) one has to minimize only

the gravitational potential V Cg (r). Two questions arise:

(I) For a static M2-brane embedding at fixed r, what cycles C are stable in the

sense that they minimize V Ctot(r), at least compared to neighboring cycles? Since

V Ce (r) is topological and V Cg (r) is proportional to the volume (or more correctly,

area) of C computed using the induced metric from Ỹ 7, this problem reduces to

finding the minimal volume cycles of Ỹ 7.

(II) How does the minimal value of V Ctot(r) from (I) depend on r? Are the branes

repelled from the black hole horizon, or do they tend to fall into the black hole?

The first question is interesting in its own right, but may be hard to answer

in general, especially since there are Sasaki-Einstein manifolds such as the spaces

Pn described in section 4.2.2 for which the metric is not known explicitly. We will

therefore content ourselves with finding a lower bound on the volumes of the cycles C

of Ỹ 7 in the cases where Y 7 is a regular Sasaki-Einstein manifold. Such a bound can

be found by using calibrations, as we discuss in appendix 4.C.2. This bound is

Vol(C) ≥ eχ (eη1 + eη2)

∣∣∣∣∫
C
ω2

∣∣∣∣ . (4.52)

For an arbitrary homology class in H2(Ỹ 7;Z), this inequality may not be saturated by

any embedded surfaces in that class. However, as we now explain, the bound (4.52) is

restrictive enough to show that wrapped M2-branes do not condense.

Equation (4.52) can be used to find a lower bound on the gravitational potential
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Figure 4.6: The bound (4.54) for the potential for probe M2-branes wrapping a
two-cycle C, expressed as multiples of τM2

∣∣∫
C ω2

∣∣ and normalized so that it vanishes at
the horizon. Each solid curve corresponds to a different temperature. The dashed line
represents the analytic approximation (4.56), valid close to the extremal horizon. This
bound is saturated for the cycles (4.57) and (4.61) in M1,1,1 and Q1,1,1, respectively.

for a wrapped M2-brane:

V Cg (r) = 4τM2e
− 7

4
χ√ge−

w
2 Vol(C) ≥ 4τM2e

− 3
4
χ√ge−

w
2 (eη1 + eη2)

∣∣∣∣∫
C
ω2

∣∣∣∣ . (4.53)

Combining this equation with the expression for the electrostatic potential (4.51), we

find that the total potential satisfies

V Ctot ≥ V Cbound , V Cbound ≡ τM2

[
4e−

3
4
χ√ge−

w
2 (eη1 + eη2)− Φ

] ∣∣∣∣∫
C
ω2

∣∣∣∣ . (4.54)

From eq. (4.53) it also follows that at the horizon V Ctot(rh) = V Cbound(rh), because

V Cg (rh) = 0. From figure 4.6, we see that in a gauge where Φ vanishes at the horizon,

V Cbound(r) > 0 for all r > rh, implying that

V Ctot(r) > V Ctot(rh) , for r > rh. (4.55)

This inequality means that the wrapped M2-branes do not condense.

One can check analytically that the wrapped M2-branes are attracted by the
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horizon at extremality by evaluating the lower bound in (4.53) and the electrostatic

potential (4.51) on the exact solution (4.32). The result is

V C,extremal
g,bound (r) = 4τM2e

−w0
2 (r4 − 1)

∣∣∣∣∫
C
ω2

∣∣∣∣ ,
V C,extremal
e (r) = ±4

√
2

3
τM2e

−w0
2 (r4 − 1)

(∫
C
ω2

)
.

(4.56)

One can see that the gravitational force (which is always inwards) is larger in magnitude

than the electrostatic one by at least a factor of
√

3
2
, so all these branes tend to fall

into the black hole horizon at extremality. (See figure 4.6 for a comparison between

the analytic formulae (4.56) and the numerical results.) By taking a scaling limit of

the exact solution (4.32) one can show that these wrapped branes are also always

attracted by the extremal horizon in the case of the AdS2×R2× squashed Y 7 solution

(4.37).

Example 1: Probe branes wrapping a two-cycle in M1,1,1

The manifold M1,1,1 is a U(1) fiber bundle over CP2 × S2. It can be parameterized

by seven angles: µ, θ1, φ1, and ψ1 parameterizing CP2, θ2 and φ2 parameterizing S2,

and ψ parameterizing the fiber. In another description, M1,1,1 is a U(1) quotient

of S5 × S3. One can parameterize S5 by three complex coordinates ui, i = 1, 2, 3,

with |u1|2 + |u2|2 + |u3|2 = const and S3 by two complex coordinates vj, j = 1, 2,

satisfying |v1|2 + |v2|2 = const. The U(1) quotient acts by identifying ui ∼ e2iδui and

vj ∼ e−3iδvj. An explicit Einstein metric on M1,1,1 as well as more details on this

space such as topological properties or the relation between the (ui, vj) coordinates

and the angular ones can be found in Appendix 4.A.1.

As mentioned above, we want to find the two-cycles of M1,1,1 (or of the squashed

variant thereof M̃1,1,1 as in (4.48)) that are local volume minimizers in their homology

class. The second homology of M1,1,1 is H2(M
1,1,1;Z) ∼= Z, so there is only one
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generator class for it. A minimal volume cycle representing the generator of the second

homology of M1,1,1 is

C :



θ1 = 2 arctan t2 µ =
π

2

θ2 = 2 arctan t3 ψ1 = const.

φ1 = 2φ ψ = const.

φ2 = −3φ .

⇐⇒


(
u1

u2

)2

=

(
v̄1

v̄2

)3

u3 = 0 .

(4.57)

In order to cover C only once, the ranges of t and φ should be taken to be t ≥ 0

and 0 ≤ φ ≤ 2π.3 This cycle is well-defined as it satisfies eq. (4.50) (see also the

discussion at the end of Appendix 4.C.1), and has minimal volume since it saturates

the bound (4.52), as can be checked by direct computation.

Using the explicit metric on M1,1,1 given in Appendix 4.A.1 and the explicit

parameterization of the cycle (4.57), one obtains the following gravitational potential:

V Cg (r) = 6πτM2e
− 3

4
χ√ge−

w
2 (eη1 + eη2) . (4.58)

Similarly, one can use (4.38) to find the electrostatic potential

V Ce (r) = ∓3π

2
τM2Φ . (4.59)

The potential for these branes saturates the bound (4.54), as a consequence of the

fact that the cycle they wrap saturates (4.52).

Example 2: Probe branes wrapping a two-cycle in Q1,1,1

The manifold Q1,1,1 can be described as a U(1) fibration over S2 × S2 × S2, so

it can be parameterized in terms of three sets of angles (θa, φa), a = 1, 2, 3, each

3Similar cycles have been considered in five-dimensional Sasaki-Einstein manifolds. See for
example [98].
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set parameterizing one of the spheres, and a fiber angle ψ. Another description

of Q1,1,1 is as a U(1)2 quotient of S3 × S3 × S3: One can parameterize the S3’s

by three sets of two complex coordinates, ai, bj, ck, with i, j, k = 1, 2, satisfying

|a1|2 + |a2|2 = |b1|2 + |b2|2 = |c1|2 + |c2|2 = const, and take a quotient by a U(1) that

acts by ai ∼ eiδai, bj ∼ e−iδbj, ck ∼ ck, and by another U(1) that acts by ai ∼ eiδai,

bj ∼ bj, ck ∼ e−iδck. More details about Q1,1,1 including an explicit Einstein metric,

the relation between the complex coordinates and the angles, and some information

about its topology are given in Appendix 4.A.2.

The second homology of Q1,1,1 is H2(Q1,1,1;Z) ∼= Z2. Its generators can be repre-

sented by the following minimal volume cycles

C1 :



θ1 = θ2

θ3 = const.

φ1 = −φ2

φ3 = const.

⇐⇒



a1

a2
=
b̄1

b̄2

c1 = const.

c2 = const.

(4.60)

C2 :



θ1 = θ3

θ2 = const.

φ1 = −φ3

φ2 = const.

⇐⇒



a1

a2
=
c̄1

c̄2

b1 = const.

b2 = const.

(4.61)

It is straightforward to compute the gravitational and electrostatic potentials for probe

M2-branes wrapping these cycles:

V C1g (r) = 4πτM2e
− 3

4
χ√ge−

w
2 eη1 , V C1e (r) = 0 ,

V C2g (r) = 2πτM2e
− 3

4
χ√ge−

w
2 (eη1 + eη2) , V C2e (r) = ∓π

2
τM2Φ .

(4.62)
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The cycle C2 saturates the bounds (4.52) and (4.54), while C1 does not.

4.5 Field theory interpretation

Let us discuss a dual 3-d gauge theory interpretation of our brane solutions carrying

topological charges. The solutions are asymptotic to AdS4 × Y 7, with the Sasaki-

Einstein space Y 7 having b2 > 0. The classic examples of such backgrounds known

since the 80’s are AdS4 ×M1,1,1, AdS4 × Q1,1,1, and AdS4 × Q2,2,2. The search for

the 3-d N = 2 superconformal field theories dual to them began in the late 90’s; see,

for example, [99]. Following the major progress on formulating the world volume

theories of coincident M2-branes [23,100–103], a recent wave of research has produced

compelling proposals for the Chern-Simons (C-S) quiver gauge theories dual to these

M-theory backgrounds [104–108]. Interestingly, all these proposals involve U(N)2+b2

gauge theories with a certain set of Chern-Simons levels k1, k2, . . . , k2+b2 that add up

to zero.

The discussion of the Abelian U(1)2+b2 subgroup of the gauge group requires special

care. None of the matter fields are charged under the diagonal U(1) corresponding to

the gauge field A+ ∼
∑2+b2

j=1 Aj. The existence of magnetic monopole configurations

for this diagonal U(1) means that another combination of the U(1)’s Ab ∼
∑2+b2

j=1 kjAj

gets gauge fixed to a discrete subgroup. The remaining b2 gauge fields

A~m ∼
2+b2∑
j=1

mjAj (4.63)

may be chosen to be orthogonal to each other; they are orthogonal to A+ and Ab due

to the conditions ~m · ~k = ~m · ~I = 0, where ~I = (1, 1, . . . , 1). The gauge fields A~m have

C-S terms and are coupled to massless charged matter. For each of them one can

define a conserved global current J~m ∼ ∗dA~m. Thus, the C-S gauge theory possesses

U(1)b2 global symmetry. Using the equation of motion for A~m, one can write J~m in

107



terms of the bi-fundamental superfields in the quiver gauge theory.

The gauge fields A~m are reminiscent of the “statistics gauge fields” for quasi-

particles in the effective description of the fractional quantum Hall effect (FQHE) [109]

(for a review, see [50]). If A is one of these U(1)b2 gauge fields for which the Chern-

Simons term in the action is

k

4π

∫
A ∧ dA , (4.64)

the equation of motion for A implies that an excitation with charge q under A is also

a vortex with 2πq/k units of magnetic flux. Interchanging two such vortices results in

an additional phase

∆φ = π
q2

k
, (4.65)

showing that the coupling to A may change the statistics of the excitations that couple

to this gauge field. This situation is reminiscent of the effective description of the

FQHE at filling fraction 1/k where quasi-particles have non-trivial statistics due to

coupling to a Chern-Simons gauge field.

However, our construction differs in an important way from standard FQHE

systems because we are studying conformal Chern-Simons gauge theories coupled

to massless scalars and fermions. Instead of massive quasi-particles we can only

talk about quasi-particle creation operators (a term recently coined for this situation

is “quasi-unparticles” [110]). Such operators create vortices that contain the C-S

magnetic fluxes and are therefore known as monopole operators. Instead of the

diagonal magnetic flux dA+, which is known to correspond to the Kaluza-Klein charge

in M-theory [23], these operators excite the b2 non-diagonal monopole fields dA~m.

Thus, the non-diagonal monopole operators are the only objects that are charged

under the U(1)b2 global symmetry of the C-S gauge theory. It has been argued quite
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convincingly that the M-theory objects dual to such non-diagonal monopole operators

are the M2-branes wrapping some of the b2 topologically non-trivial cycles [92,111].

The dimensions of the monopole operators in the non-interacting diagonal U(1)

have been studied in [112–114] following [115], but the dimensions of the “non-diagonal”

monopole operators appear to be harder to calculate on the gauge theory side. The

AdS/CFT correspondence predicts that the dimensions of the operators dual to the

wrapped M2-branes scale as
√
N for large N , but presumably, this is difficult to test.

Nevertheless, if we simply accept the proposal of [92,111], we find an interesting picture

where the b2 topological wrapped M2-brane charges in AdS4 × Y 7 are mapped to the

b2 U(1) global charges in the dual quiver Chern-Simons gauge theory. In particular, a

uniform density of such a topological charge corresponds to a uniform U(1) magnetic

field in the C-S gauge theory. The magnetic field here is not quite the same as in

the duals to the dyonic black holes of [93], where the magnetic field was added as

an external background. We may nevertheless speculate that the zero-temperature

entropy of our topologically charged brane solution is due to the degeneracy of Landau

levels on the gauge theory side.

4.5.1 Boundary conditions in AdS4 and wrapped branes

In the AdS/CFT correspondence, a conserved current of a field theory is mapped to

a massless gauge field in the bulk. The gauge fields corresponding to the conserved

currents J~m are then the A(i), i = 1, . . . , b2, that enter the fluctuation δA3 in (4.1).

An additional phenomenon special to AdS4 is that the dual gauge fields Ã(i) in (4.1)

correspond to the C-S gauge fields A~m in the gauge theory. Indeed, as shown in [91],

any two gauge fields Ã and A in AdS4 that satisfy dÃ = ∗4dA should be quantized so

that one corresponds to a gauge field A in the dual field theory and the other one to

the dual conserved current J = ∗3dA.
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Let us write the AdS4 metric in the form

ds2 =
1

z2

(
−dt2 + d~x2 + dz2

)
, (4.66)

and pass to a gauge where Ãz = Az = 0. Near z = 0, the fields Ã and A have the

following expansion

Ã = ã(0)
m dxm + zã(1)

m dxm +O(z2 log z) ,

A = a(0)
m dxm + za(1)

m dxm +O(z2 log z) .

(4.67)

The duality relation between A and Ã implies that

da(0) = ∗3ã
(1) , dã(0) = ∗3a

(1) . (4.68)

Without loss of generality, let us assume that A is dual to the conserved current J .

This means that a(0) should be interpreted as an external source for J , while a(1) as

the expectation value of J (up to normalization). Adding an external source a(0) for

J means that the action changes by

δS =

∫
d3x
√
−g a(0)

m Jm =

∫
a(0) ∧ ∗3J =

∫
da(0) ∧ A

=

∫
∗3ã

(1) ∧ A =

∫
d3x
√
−g ã(1)

m Am ,
(4.69)

where we integrated by parts and used (4.68). Equation (4.69) shows that if a(0) is

an external source for J = ∗3A, then ã(1), which is related to a(0) through (4.68), is

an external source for A. So indeed, if A is dual to J then Ã is dual to A, provided

dÃ = ∗4dA and J = ∗3dA. Similarly, if we assumed that A was dual to A we would

conclude that Ã should be dual to J = ∗3A.

There are thus two possible boundary conditions for the Abelian gauge fields

110



A and Ã in AdS4. From now on we will assume that A is one of the topological

gauge fields A(i) appearing in the expression for δA3, while Ã is its dual, as in (4.1).

The first (and the more conventional) choice of boundary conditions corresponds to

fixing the boundary value of A but allowing the boundary value of Ã to fluctuate.

With this choice, the M2-branes wrapping a certain two-cycle are gauge invariant

because they couple electrically to the gauge field A that vanishes at the conformal

boundary, but the M5-branes wrapping the dual cycle are not. This statement may

seem puzzling, but it agrees with the gauge non-invariance of the baryonic operators

in the dual C-S gauge theory [92]. Indeed, operators of the form detX where X is

one of the bi-fundamental fields are not invariant under the U(1) subgroups of the

U(N)2+b2 gauge group. Another choice of boundary conditions corresponds to fixing

the boundary value of Ã but allowing the boundary value of A to fluctuate. Now the

wrapped M5-branes are gauge invariant, while the wrapped M2-branes are not. This

choice should correspond not to the U(N)2+b2 Chern-Simons gauge theories, but to

their appropriate Legendre transforms [30,91] that turn the U(N)’s into SU(N)’s.4

In the Legendre transformed theories, baryonic operators like detX are fully gauge

invariant, while it is no longer possible to write down non-diagonal monopole operators

that correspond to wrapped M2-branes.

4.5.2 An example: AdS4 ×M 1,1,1/Zk

The theory conjectured to be dual to M-theory on AdS4 ×M1,1,1/Zk [104, 105] is

the N = 2 superconformal U(N)1 × U(N)2 × U(N)3 C-S gauge theory with levels

(−2k, k, k) coupled to three sets of bifundamental chiral superfields X i
12, X

i
23, X

i
31,

i = 1, 2, 3 (see figure 4.7). The SU(3)× U(1)R invariant superpotential is

W ∼ εijkTr(X i
12X

j
23X

k
31) . (4.70)

4We are grateful to D. Jafferis for discussions on this issue.
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Figure 4.7: The quiver diagram for the C-S gauge theory dual to AdS4 ×M1,1,1/Zk
as conjectured in [104,105]. The numbers next to the gauge nodes represent the C-S
levels.

The level assignments break the Z3 symmetry of the quiver diagram, and the R-charges

of the chiral superfields are taken to be [116] R(X12) = R(X31) = 7/9, R(X23) = 4/9.

The natural way to combine the three U(1) gauge fields is

A+ = A1 +A2 +A3 , Ab = −2A1 +A2 +A3 , A =
√

2(A2 −A3) . (4.71)

The gauge field A has the standard Chern-Simons term (4.64), and it also enters the

covariant derivatives for bi-fundamental fields. Therefore, the A equation of motion is

k

2π
εµνλ∂νAλ = J µ , (4.72)

where J µ is the U(1) current

Jµ ∼
i

2
tr
[
X̄ i

12DµX
i
12 + X̄ i

31DµX
i
31 − 2X̄ i

23DµX
i
23

]
+ c.c. + fermionic terms , (4.73)

and Dµ is the gauge covariant derivative acting on the bi-fundamental fields X i
ab in

the fundamental of U(N)a and anti-fundamental of U(N)b. The manifold M1,1,1/Zk

has b2 = 1, and there is one topological U(1) gauge field in AdS4. In the C-S gauge

theory, the current dual to it is k
2π
εµνλ∂νAλ.

Some results on matching of the chiral operators in this gauge theory with su-
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pergravity fluctuations are available [107], but none of these operators carry the

topological U(1) charge. To construct the operators corresponding to the wrapped

M2-branes one has to include the monopole operators with the magnetic flux for the

field A. If we place a unit charge at the origin, J0 = δ2(x), then (4.72) requires that

Aφ = 1
kr

. This azimuthal gauge field produces phase 2π/k when another unit charge

circles the one at the origin. This simple field theory argument thus predicts the

existence of fractional statistics. It would be interesting to study how this effect arises

for wrapped M2-branes in AdS4 ×M1,1,1/Zk, but we leave this for future work. We

further note that a brane carrying a uniform topological charge density corresponds in

the U(N)3 gauge theory described above to the presence of a constant magnetic field

dA. The ground state of the charged fields in this background is expected to exhibit

the Landau level degeneracy. It would be interesting to investigate if this degeneracy

may help explain the large T = 0 entropy found on the gravity side.

As reviewed above, the standard boundary conditions in AdS4 allow the wrapped

M2-branes but make the wrapped M5-branes transform under the corresponding U(1)

gauge transformations [92,111]. This agrees with the fact that operators like detX23

transform under the A gauge transformations in the U(N)3 gauge theory. One can,

however, change the AdS4 boundary conditions to make the wrapped M5-branes

allowed and M2-branes forbidden. The corresponding operation in the gauge theory is

a Legendre transform [30, 91], which turns the U(1) into a global symmetry. Since

the gauge field A becomes non-dynamical, we can no longer use monopole operators

involving this gauge field; this agrees with the fact that the wrapped M2-branes are not

allowed. In the Legendre transformed theory we can, however, write down baryonic

operators like detX23 of dimension 4N/9. This dimension agrees with the volume of

one of the five-cycles in M1,1,1 [99]. This discussion of baryonic operators is rather

sketchy, and a number of issues remain to be elucidated. In particular, it would be

interesting to study the Legendre transformed theory in more detail.
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4.6 A BTZ black hole in type IIB theory

It is interesting to study a reduction of our M-theory membrane solutions to string

theory. Since all fields are independent of the two spatial directions x1 and x2, we

may consider the following strategy. First, we compactify these directions on circles of

radii R1 and R2, respectively. Then we reduce to type IIA string theory along the x2

direction and perform T-duality along the x1 direction to obtain a type IIB background

with eight compact dimensions consisting of S1 times a warped Y 7, and with warp

factors depending on the radial coordinate r. What makes these transformations

particularly interesting is that our analytic solution (4.32), which seems to have

unacceptable large r behavior in M-theory, acquires conventional AdS3 asymptotics

in the type IIB theory. Furthermore, the type IIB background, supported by F5 flux

only, turns out to be the product of a squashed Y 7 space and an extremal BTZ black

hole [94, 95].

Some of the reasons for this simplicity can be traced back to our original M-brane

construction. We start with a stack of N M2-branes spanning the (t, x1, x2) directions

placed at the tip of the cone over Y 7, and then add a density of M2-branes wrapping

two-cycles inside Y 7. Upon reduction to IIA, the N M2-branes wrapping T 2 turn

into N fundamental strings winding around the x1 circle, while the other wrapped

M2-branes turn into wrapped D2-branes. Upon T-duality, the winding modes turn

into momentum modes which affect the metric only and do not source the NS-NS

two-form B2, while the wrapped D2-branes turn into wrapped D3-branes. The type

IIB background therefore describes D3-branes wrapping a two-cycle in Y 7 and a circle,

with N units of momentum flowing along the circle. This setup is very similar to

the original D-brane constructions of supersymmetric black holes with non-vanishing

Bekenstein-Hawking entropy [117–119]. For example, one such construction involves

two stacks of D3-branes wrapping two-tori embedded inside T 6 and intersecting over

a circle, while we instead have D3-branes wrapping more complicated cycles inside a
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squashed Y 7. As a result, our background does not appear to be supersymmetric.

We give the reduction of our general background (4.7)–(4.9) from M-theory to

type IIA and the T-duality to type IIB in Appendix 4.D. In this section we will

restrict our attention to a slightly generalized version of the exact solution from

section 4.3.1, which we will connect through dimensional reduction and T-duality to a

locally AdS3 × squashed Y 7 type IIB background. We do this starting from the type

IIB solution in section 4.6.1. In section 4.6.2 we discuss the corresponding M-theory

background.

4.6.1 The type IIB background

Let us start with the following ten-dimensional string frame background describing a

product of a locally AdS3 space and a squashed Y 7:

ds2
10 =

[
r2

L2
3

(
−dt2 + dx2

)
+
L2

3

r2
dr2 + α (dt+ dx)2

]
+ 8L2

3

[
ds2

V1
+

1

2
ds2

V2
+

4

3
(dψ + σ1 + σ2)2

]
,

F5 = 8

√
2

3
rdt ∧ dx ∧ dr ∧ (2ω1 − ω2)− 512

3
L4

3ω1 ∧ (ω2 − ω1) ∧ (dψ + σ1 + σ2) ,

(4.74)

where L3 is the radius of the asymptotically AdS3 space and α is an arbitrary constant.

The Lorentz boosts x− t→ λ−1(x− t), x+ t→ λ(x+ t) act as α→ λ2α; therefore,

there are only three distinct cases: α > 0, α = 0, and α < 0. The locally AdS3 space

with positive α describes an extremal BTZ black hole [94, 95], which has the smallest

mass for a given angular momentum.

This IIB background describes a state in the (1+1)-dimensional CFT on D3-branes

wrapped around the x-circle as well as a two-cycle in the internal space. Not much is

known about this gauge theory, but using the gauge/string correspondence one can
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extract the central charge from the Weyl anomaly [120]:

c =
3

2

L3

G3

= 12π
L3

κ2
3

, (4.75)

where κ3 is the effective gravitational constant in three dimensions. The 3-d gravita-

tional constant can be expressed in terms of the gravitational constant of the type

IIB theory, κ10, through

1

κ2
3

= 210

√
2

3
L7

3Vol(V1)Vol(V2)∆ψ
1

κ2
10

, (4.76)

the factor multiplying 1/κ2
10 in this equation being just the volume of the internal

space.

To estimate the number of D3-branes we compute the number of F5 flux units

through a non-trivial five-cycle in the internal space. One of the simplest such five-

cycles spans V1 and the fiber direction. The number of units of D3-brane flux through

it can be computed from the standard formulae

ND3 =
1

2κ2
10τD3

∫
F5 , τD3 =

2π

gs(2π`s)4
,

1

2κ2
10

=
2π

g2
s(2π`s)

8
, (4.77)

which give

ND3 =
29

3

L4
3√

πκ10

Vol(V1)∆ψ . (4.78)

Comparing this expression with the one for the central charge above, we notice that

c ∼ N2
D3, suggesting an interpretation of the central charge in terms of intersecting

D3-branes.

The gravity background above does not correspond to the vacuum state of the

gauge theory—the vacuum has α = 0. Nonzero α translates into a nonzero expectation
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value of the stress-energy tensor. The AdS/CFT dictionary gives

〈Ttt〉 = 〈Ttx〉 = 〈Txx〉 =
α

κ2
3L3

, (4.79)

so in the field theory there is conformal matter moving at the speed of light in the

negative x direction. If we compactify the x direction on a circle of radius Rx, the

entropy of this state can be computed in gravity from the area of the horizon at r = 0:

S =
(2π)2α

1
2Rx

κ2
3

. (4.80)

There is a way of understanding this entropy from field theory considerations,

which provides a consistency check on the above formulae. Since the x direction is a

circle of radius Rx, the momentum along it needs to be quantized in units of 1/Rx.

The number of momentum units is

N = Rx |px| = 2πR2
x |〈Ttx〉| = 2π

αR2
x

κ2
3L3

. (4.81)

Combining this relation with (4.75) and (4.80) we verify the Cardy formula

S = 2π

√
Nc

6
, (4.82)

which can be derived by assuming that the entropy comes from the number of ways of

partitioning the N units of momentum into smaller momentum quanta.
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4.6.2 The dual M-theory background

T-dualizing (4.74) along the compact direction x and lifting to M-theory by introducing

a new coordinate y, one obtains the metric

ds2
11 = h−

2
3

[
− r

4

L4
3

dt2 + dx2 + dy2

]
+ h

1
3
L2

3

r2
dr2

+ 8h
1
3L2

3

[
ds2

V1
+

1

2
ds2

V2
+

4

3
(dψ + σ1 + σ2)2

]
, h ≡ r2

L2
3

+ α .

(4.83)

The four-form F4 is

F4 = −2
rα

h2L2
3

dt ∧ dx ∧ dy ∧ dr − 8

√
2

3
rdt ∧ dr ∧ (2ω1 − ω2) . (4.84)

For α < 0 the metric contains a naked singularity at finite r, while the α = 0 case

also appears to be singular. We are therefore primarily interested in the α > 0 where

the M-theory metric is equivalent to (4.31).

In going from type IIB to type IIA string theory, the circle of radius Rx gets

replaced by a circle of radius R̃x = `2
s/Rx, `s ≡

√
α′ being the string length. In

addition, the string coupling constant gs of the type IIB theory becomes g̃s = gs`s/Rx

in type IIA. The lift to M-theory introduces the new compact direction y of radius

R̃y = g̃s`s and sets the Planck length in eleven dimensions equal to `p = g̃
1
3
s `s. The

11-d gravitational constant κ11 is related to the gravitational constant κ10 in the IIB

theory by κ2
11 = 2πκ2

10R̃xR̃y/Rx as follows from the relations 2κ2
11 = (2π`p)

9/(2π),

2κ2
10 = (2π`s)

8g2
s/(2π) and the duality transformations described above.

Using the relations between the various constants in M-theory and type IIB

mentioned in the previous paragraph, one can easily check that the Bekenstein-

Hawking entropy of the 11-d black hole in (4.83) with an event horizon at r = 0 agrees

precisely with the expression (4.80) that we found in ten dimensions. One can also
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check that the number of M2-branes filling the (t, x, y) directions,

N =
1

2κ2
11τM2

∫
F7 , (4.85)

agrees with the number of units of momentum in the x direction in the 10-d background

that was computed in eq. (4.81).

It is not hard to check that for L3 = 2
3
16 3−

9
16 and α = 2−

45
8 3

39
8 , the change of

coordinates r → 2−
21
8 3

15
8

√
r4 − 1, t → 2

21
4 3−

19
4 e−

1
2
w0t, x → 3

2
x1, and y → 3

2
x2 brings

the eleven-dimensional metric (4.83) into the form of the exact solution (4.31). When

the size of the torus parameterized by x and y in eleven dimensions is small in Planck

units, one can thus view the effective IR theory described by the attractor solution

(4.37)—which is the IR limit of (4.31)—as defined through the asymptotically AdS3

background in type IIB theory that we discussed above. In this limit, one can argue

that at nonzero charge density the effective IR description of the (2 + 1)-dimensional

C-S gauge theory dual to AdS4 × Y 7 is the same as that of a chiral sector of a

(1 + 1)-dimensional CFT dual to AdS3 × squashed Y 7.

4.7 Discussion

We have constructed new charged membrane backgrounds of M-theory that are

asymptotic to AdS4 × Y 7 where Y 7 is a Sasaki-Einstein manifold with non-vanishing

b2. In particular, we considered Y 7 that is a circle bundle over a product of two

Kähler-Einstein manifolds, V1 × V2. Instead of the U(1)R charge corresponding to

translations of the circle, that was used in previous M-theory constructions [39,41,42],

we turned on a “topological” charge corresponding to a component of δA3 along

the universal harmonic form ω = ω1 − 2ω2. As the Hawking temperature of the

black membrane horizon is decreased, a U(1)R-charged solution typically undergoes

a phase transition due to condensation of charged fields. We showed that such a
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phase transition does not occur for our topologically charged solutions. At T = 0

the near-horizon region becomes AdS2 × R2 × squashed Y 7, which signals emergent

quantum criticality. This throat region is by itself a solution of the 11-d supergravity

equations.

If we compactify the brane coordinates x1 and x2 on a two-torus, then the resulting

black hole has two kinds of charge. One of them is proportional to the number of

M2-branes wrapping the T 2, the other to the number of M2-branes wrapping the

two-cycle inside Y 7. To study whether charge condensation occurs, we calculated

the potential as a function of r for the different types of wrapped M2-branes. We

found that the M2-branes wrapping the internal cycles experience attractive forces at

any temperature; the M2-branes wrapped over T 2 experience an attractive force that

tends to zero as T → 0 for all r. Thus, unlike the R-charged brane solutions or the

type IIB 3-brane solution with a baryonic charge from chapter 3, the new M-theory

solution does not suffer from an instability with respect to expulsion of toroidal branes

to large r [75, 76,78].

The fact that there is a moduli space for the M2-branes wrapped over T 2 is

consistent with the conjecture that gravity is the weakest force, which implies that

there should be a charged object not attracted to an extremal charged black hole

horizon [45]. Nevertheless, it is very surprising to find the vanishing of the potential

for a probe space-time filling M2-brane in a background which apparently does not

preserve any supersymmetry. It would be interesting to investigate if this moduli

space is lifted by higher-derivative corrections to the 11-d supergravity action, which

are expected to correspond to 1/N corrections in the dual Chern-Simons gauge theory.

When a string or M-theory background does not preserve any supersymmetry, one

should be concerned about various potential instabilities. We have shown that there

is no low-temperature condensation of charged objects, but one should also check the

perturbative stability of neutral fluctuations. We have carried out some preliminary
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checks for neutral scalars, but clearly more should be done. Finally, there may be

some non-perturbative gravitational instabilities which were not studied here.

If our zero-temperature solution is completely stable, we should try to explain the

microscopic origin of its large Bekenstein-Hawking entropy. One approach may be to

study a dual quiver Chern-Simons gauge theory with a constant background magnetic

field dA which produces a uniform U(1) global charge density. Our membrane solution

implies that this gauge theory develops IR quantum criticality corresponding to the

appearance of the AdS2 throat. We would like to gain some understanding of this

phenomenon. It would also be interesting to study the apparent fractional statistics

of the wrapped M2-branes in the AdS4 ×M1,1,1/Zk background.

Another possible microscopic approach to the IR theory is motivated by the type

IIB background (4.74) which is related by string dualities to the M-theory exact

solution (4.31) with different large r asymptotics. In this type IIB background, the

near-horizon AdS2 region arises from a reduction of the extremal BTZ black hole

on a circle. The extremal BTZ times squashed Y 7 background should be dual to

the (1 + 1)-dimensional CFT on D3-branes partially wrapped over the squashed Y 7.

Calculating the central charge of this CFT would provide a way of explaining the

charged black hole entropy via (4.82).

4.A Metrics for the regular Sasaki-Einstein spaces

In this section we give the explicit metrics for the regular Sasaki-Einstein manifolds

described in section 4.2.2. We also discuss the non-trivial cycles found in the bases of

these manifolds that are useful for the probe brane computations in section 4.4.2 and

Appendix 4.C.

Let us first describe the general approach to computing the range of the coordinate

ψ appearing in (4.2). When the scalars χ and ηi vanish identically, (4.7) solves the
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eleven-dimensional SUGRA equations with M = AdS4. Insisting that the radius of

AdS4 should be L, one finds that the metric on Vi, i = 1, 2, should be normalized

so that the curvature two-form is related to the Kähler form through Ri = 8ωi. By

definition, the first Chern class of Vi is c1(Vi) ≡ 1
2π
Ri, so

c1(Vi) =
4

π
ωi =

2

π
dσi , (4.86)

where in the second equality we used (4.3). Note that c1(Vi) does not depend on the

overall normalization of the metric on Vi, but of course the proportionality constant

between c1(Vi) and ωi does. By definition, the first Chern class of the fiber bundle

Y 7 → V1 × V2 is

c1 =
1

Lf
d(σ1 + σ2) , (4.87)

where Lf is the length of the fiber, i.e. the range of ψ. From comparing (4.87) to

(4.86) we see that in order to compute the length of the fiber we need to know the

relation between the first Chern class c1 of the fiber bundle and the first Chern class

c1(V1) + c1(V2) of the base. Using a Thom-Gysin sequence, one can show [97, 121]

that the only requirement is that c1(V1) + c1(V2) should be an integer multiple of c1.

Recalling that c1 and c1(Vi) represent cohomology classes with integer coefficients, we

denote by ai the largest integers so that 1
ai
c1(Vi) ∈ H2(Vi;Z). Since c1(V1) + c1(V2)

must be an integer multiple of c1, one can take

c1 =
1

a
(c1(V1) + c1(V2)) , (4.88)

where a can be any common divisor of a1 and a2. The length of the fiber is then

Lf =
π

2
a . (4.89)
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Seven-dimensional Sasaki-Einstein spaces like the ones above have N = 2 su-

persymmetry. The two Killing spinors are proportional to e±2iψ [121], and they are

well-defined as long as the range of ψ is an integer multiple of π/2. Equation (4.89)

shows this is indeed the case.

4.A.1 M 1,1,1

The manifold M1,1,1 is the homogeneous space SU(3)×SU(2)×U(1)
SU(2)×U(1)×U(1)

and by construction

its isometry group is that of the standard model, SU(3)× SU(2)× U(1) [99]. The

cone over M1,1,1 is a Calabi-Yau four-fold that can be described as a Kähler quotient

C5//C∗ as follows. One starts with C5 parameterized by the complex coordinates

(u1, u2, u3, v1, v2) and endowed with the Kähler potential

K =
(
2uiūi

) 3
4
(
3vj v̄j

) 1
2 . (4.90)

One then takes the Kähler quotient of this space with charges (2, 2, 2,−3,−3), meaning

that we restrict our attention to a submanifold of C5 defined by

2
(∣∣u1

∣∣2 +
∣∣u2
∣∣2 +

∣∣u3
∣∣2) = 3

(∣∣v1
∣∣2 +

∣∣v2
∣∣2) , (4.91)

which we further mod out by the equivalence relation

ui ∼ e2iδui , vj ∼ e−3iδvj . (4.92)

The space described by equations (4.91) and (4.92) is precisely the cone over M1,1,1.

This space is a cone because both of these equations are invariant under ui → λui

and vj → λvj with λ ∈ R+. One can check that the induced metric coming from the

Kähler potential (4.90) is Ricci flat, so the cone over M1,1,1 is indeed Calabi-Yau. One

123



can check that the holomorphic four-form Ω4 on the cone is given by

Ω4 ∼ dΩ3 , Ω3 ≡
(
εi1i2i3u

i1dui2 ∧ dui3
)
∧
(
εj1j2v

j1dvj2
)
. (4.93)

The space M1,1,1 can be obtained by fixing the overall magnitude of ui and vj:

2
(∣∣u1

∣∣2 +
∣∣u2
∣∣2 +

∣∣u3
∣∣2) = 3

(∣∣v1
∣∣2 +

∣∣v2
∣∣2) = 1 . (4.94)

An explicit Sasaki-Einstein metric can be found from (4.90) by using the parameteri-

zation

u1 =
1√
2

sinµ cos
θ1

2
e
i
2

(φ1+ψ1+Ruψ) , v1 =
1√
3

cos
θ2

2
e
i
2

(φ2+Rvψ) ,

u2 =
1√
2

sinµ sin
θ1

2
e
i
2

(−φ1+ψ1+Ruψ) , v2 =
1√
3

sin
θ2

2
e
i
2

(−φ2+Rvψ) , (4.95)

u3 =
1√
2

cosµ e
i
2
Ruψ .

for any Ru and Rv satisfying 3Ru + 2Rv = 1. This metric has the form (4.2) with5

ds2
V1

=
3

4

[
dµ2 +

1

4
sin2 µ

(
s2

1 + s2
2 + cos2 µ s2

3

)]
,

ds2
V2

=
1

8

[
dθ2

2 + sin2 θ2dφ
2
2

]
,

(4.96)

and

σ1 =
3

8
sin2 µ s3 , σ2 =

1

4
cos θ2dφ2 . (4.97)

5The metric obtained from (4.90) does not depend on the angle δ appearing in (4.92). One way to
see this is to promote (4.92) to ui → λ2ui, vj → λ−3vj with λ ∈ C∗ and think of (4.94) as a gauge
fixing condition for this transformation. Since the Kähler potential is independent of λ, which can be
regarded as a complex coordinate in C5, the metric on C5 following from (4.90) is degenerate in the
λ direction.
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In the above equations we have defined

s1 ≡ dθ1 , s2 ≡ sin θ1dφ1 , s3 ≡ dψ1 + cos θ1dφ1 . (4.98)

The metrics (4.96) describe V1 = CP2 and V2 = CP1.

Let the hyperplane divisor H be the generator of H2(CP2;Z) ∼= Z. H is the homol-

ogy class of a CP1 ⊂ CP2, so in homogeneous coordinates H can represented by the

two-cycle {[0, z1, z2] : z1, z2 ∈ C}. Let us denote by D the generator of H2(CP1;Z) ∼= Z.

From (4.86), one can compute

∫
H

c1(V1) = 3 ,

∫
D

c1(V2) = 2 , (4.99)

so in this case a1 = 3 and a2 = 2. There is only one possibility for a| gcd(a1, a2),

namely a = 1. The length of the fiber is π/2.

4.A.2 Q1,1,1 and Q2,2,2

The space Q1,1,1 is also a homogeneous space, SU(2)×SU(2)×SU(2)
U(1)×U(1)

[99]. The cone over it

is Calabi-Yau and can be constructed from taking a Kähler quotient C6//C∗2. If the

coordinates on C6 are (a1, a2, b1, b2, c1, c2), the Kähler quotient can be thought of as

the level sets

∣∣a1
∣∣2 +

∣∣a2
∣∣2 =

∣∣b1
∣∣2 +

∣∣b2
∣∣2 =

∣∣c1
∣∣2 +

∣∣c2
∣∣2 , (4.100)

and the following identifications

ai ∼ eiδai , bj ∼ e−iδbj , ck ∼ ck ,

ai ∼ eiδai , bj ∼ bj , ck ∼ e−iδck .

(4.101)
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With the Kähler potential

K =
(
aiāi

) 1
2
(
bj b̄j
) 1

2
(
ckc̄k

) 1
2 , (4.102)

the cone over Q1,1,1 is Calabi-Yau. The holomorphic four-form Ω4 is in this case

Ω4 ∼ dΩ3 , Ω3 ≡
(
εi1i2a

i1dai2
)
∧
(
εj1j2b

j1dbj2
)
∧
(
εk1k2c

k1dck2
)
. (4.103)

In order to find a metric on Q1,1,1 itself, one needs to restrict to the base of the

cone by fixing the overall magnitude of ai, bj, and ck:

∣∣a1
∣∣2 +

∣∣a2
∣∣2 =

∣∣b1
∣∣2 +

∣∣b2
∣∣2 =

∣∣c1
∣∣2 +

∣∣c2
∣∣2 = 1 . (4.104)

From (4.102) one can obtain an explicit metric on Q1,1,1 using the parameterization

a1 = cos
θ1

2
e
i
2

(φ1+Raψ) , a2 = sin
θ1

2
e
i
2

(−φ1+Raψ) ,

b1 = cos
θ2

2
e
i
2

(φ2+Rbψ) , b2 = sin
θ2

2
e
i
2

(−φ2+Rbψ) , (4.105)

c1 = cos
θ3

2
e
i
2

(φ3+Rcψ) , c2 = sin
θ3

2
e
i
2

(−φ3+Rcψ) ,

for any Ra, Rb, and Rc such that Ra +Rb +Rc = 1. The metric takes the form (4.2)

with

ds2
V1

=
1

8

2∑
i=1

[
dθ2

i + sin2 θidφ
2
i

]
, ds2

V2
=

1

8

[
dθ2

3 + sin2 θ3dφ
2
3

]
, (4.106)

and

σ1 =
1

4
(cos θ1dφ1 + cos θ2dφ2) , σ2 =

1

4
cos θ3dφ3 . (4.107)
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The spaces V1 are V2 are in this case CP1 × CP1 and CP1, respectively.

Let us denote the two generators of H2(CP1 × CP1;Z) ∼= Z2 by C1 and C2 where

C1 is the homology class of the first CP1 factor and C2 of the second. As in the case

of M1,1,1, let us denote the generator of H2(CP1;Z) ∼= Z by D. Starting from (4.86)

it is easy to see that

∫
C1

c1(V1) =

∫
C2

c1(V1) =

∫
D

c1(V2) = 2 , (4.108)

so in this case a1 = a2 = 2. Therefore there are two possibilities for the integer

a| gcd(a1, a2): taking a = 1 we obtain the space Q1,1,1, and taking a = 2 we obtain

Q2,2,2. From (4.89) we see that the circle fibers of Q1,1,1 have length π, while those of

Q2,2,2 have length π/2.

4.A.3 Circle bundles over dPn × CP1

The last class of seven-dimensional regular Sasaki-Einstein manifolds comes from

principal U(1) fiber bundles over dPn×CP1, dPn being the nth del Pezzo surface, and

3 ≤ n ≤ 8. Topologically, dPn can be constructed from CP2 blown up at n generic

points. (The points being generic means that no three points should be collinear and no

six points should lie on a conic.) The del Pezzo’s are known to admit Kähler-Einstein

metrics with positive Ricci curvature [122,123], but unfortunately these metrics are

not known analytically.6 Despite this fact, we can still describe some of the properties

of the corresponding Sasaki-Einstein spaces.

We take V1 = dPn and V2 = CP1. The metric on V1 is not known, but the metric

on V2 is given by

ds2
V2

=
1

8

[
dθ2

2 + sin2 θ2dφ
2
2

]
, (4.109)

6See [124] where a Kähler-Einstein metric on dP3 was computed numerically.
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and

σ2 =
1

4
cos θ2dφ2 , (4.110)

as in the previous two cases.

The second homology group of dPn is H2(dPn;Z) ∼= Zn+1, so there are n + 1

generators which we will denote by H and Ei, 1 ≤ i ≤ n. In algebraic geometry

language, H is a hyperplane divisor and Ei are the exceptional divisors of the blown-up

points. As in the previous two sections, we denote by D the generator of H2(CP1;Z).

Using algebraic geometry, one can show

∫
H

c1(V1) = 3 ,

∫
Ei

c1(V1) = 1 ,

∫
D

c1(V2) = 2 . (4.111)

It follows that a1 = 1 and a2 = 2, so again the only possible value of a is a = 1, giving

fibers of length π/2.

4.B Other supergravity fluctuations around the ex-

act solution

It might be interesting to consider supergravity fluctuations around the extremal

solution found in section 4.3.1 and see whether these fluctuations cause a run-away

instability. Let us focus on fluctuations depending only on the radial variable r. They

typically satisfy second order differential equations whose solutions near the extremal

horizon behave as (r − 1)α. The exponent α can be either real or complex. When it

is real, the corresponding fluctuations correspond to either a source or a VEV of an

operator in the effective quantum mechanics. When it is complex, the corresponding

fluctuations are oscillatory as a function of r and typically cause an instability.
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Investigating the behavior of supergravity fluctuations near the extremal horizon is a

hard task, because these fluctuations depend on the details of the Sasaki-Einstein spaces

Y 7. We will only examine a particularly simple fluctuation in the case Y 7 = Q1,1,1.

For Q1,1,1, V1 = CP1 × CP1, and the background (4.7)–(4.11) is symmetric under

interchanging the two CP1 factors. The mode that we will look at is the leading

Z2-odd mode that changes the sizes of the two CP1’s. We call this mode λ.

There is a non-linear consistent truncation that includes this additional mode λ.

The eleven-dimensional metric is

ds2 = e−7χ/2ds2
M +

1

2
L2eχ

[
eη1+λ(dθ2

1 + sin2 θ1dφ
2
1) + eη1−λ(dθ2

2 + sin2 θ2dφ
2
2)

+ eη2(dθ2
3 + sin2 θ3dφ

2
3)

]
+

1

4
L2eχ−4η1−2η2(dψ + cos θ1dφ1 + cos θ2dφ2 + cos θ3dφ3)2

(4.112)

and the four-form is

F4 = − 3

L
e−

21
2
χvolM +QL3 e

−w
2
− 3

2
χ

r2
dt ∧ dr ∧

[
e2η1+2λ sin θ1dθ1 ∧ dφ1

+ e2η1−2λ sin θ2dθ2 ∧ dφ2 − 2e2η2 sin θ3dθ3 ∧ dφ3

]
.

(4.113)

When λ = 0, equations (4.112) and (4.113) reduce to equations (4.7) and (4.9),

respectively.

The linearized equation for λ following from the eleven-dimensional supergravity

equations of motion is (we set L = 1)

λ′′ + λ′
(

2

r
+
g′

g
− w′

2

)
+ λ

2e−6η1−2η2− 9
2
χ

r4g

[
2e5η1+2η2r4 − r4 − 4e8η1+2η2+3χQ2

]
= 0 .

(4.114)

When evaluated on the extremal solution (4.32), equation (4.114) has analytical
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solutions:

λ = c+(r4 − 1)
− 1

2

(
1+
√

17
3

)
+ c−(r4 − 1)

− 1
2

(
1−
√

17
3

)
. (4.115)

In the effective quantum mechanics, the solutions multiplying c+ and c− correspond

respectively to a source and a VEV of an operator of dimension ∆ = 1
2

(
1 +

√
17
3

)
≈

1.69. Since the exponents of r4 − 1 are real, we conclude that these fluctuations do

not cause an instability.

4.C Comments on wrapped branes

In this section we tie up some loose ends from our discussion in section 4.4.2 of

M2-branes wrapping an internal two-cycle in Ỹ 7. We first discuss in section 4.C.1

some topological properties of two-cycles in a general Sasaki-Einstein manifold Y 7

whose Kähler-Einstein base is V1 × V2. In section 4.C.2 we give a proof of the bound

(4.52) on the volumes of the two-cycles of Ỹ 7.

4.C.1 The second homology of Y 7

Topologically, two-cycles in Y 7 are classified by the second homology of Y 7 with integer

coefficients, H2(Y
7;Z). The homology of Y 7 can be calculated from the homology

of the base of the fibration, the product manifold V1 × V2. In turn, the homology

of V1 × V2 can be computed from the homology of V1 and that of V2. For all of the

regular Sasaki-Einstein spaces we are interested in, V2 = CP1 and the generator of

H2(V2;Z) ∼= Z is represented by V2 itself. Let us call this generator D. The homology

of the Kähler-Einstein spaces V1 is in all cases of interest H2(V1;Z) ∼= Zk and let us

denote its generators by Ci with 1 ≤ i ≤ k. We have k = 2 for V1 = CP1×CP1; k = 1

for V1 = CP2; and k = n+1 for V1 = dPn. We pick the orientations of Ci and D so that
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they can be represented by holomorphic surfaces as opposed to antiholomorphic ones.

The second homology of V1 × V2 is then H2(V1 × V2;Z) ∼= Zk+1, and its generators

are constructed as follows. Given a surface that represents Ci in V1 we can take

the direct product between this surface and a point in V2; this product is a closed

surface in V1 × V2 and represents a generator of H2(V1 × V2;Z). Similarly, the direct

product between V2 and a point in V1 is also a closed surface in V1× V2 representing a

generator of H2(V1×V2;Z). By abuse of notation we will denote the first k generators

of H2(V1 × V2;Z) by Ci and the (k + 1)th one by D, as they are constructed from the

corresponding generators of H2(V1;Z) and H2(V2;Z) in a straightforward way.

It turns out that if H2(V ;Z) ∼= Zk+1 then H2(Y
7;Z) ∼= Zk. The reason why

H2(Y 7;Z) is smaller than H2(V ;Z) is that whereas all topologically non-trivial closed

surfaces in Y 7 project down to topologically non-trivial closed surfaces in V , not every

closed surface in V can be lifted to a closed surface in Y 7. In fact, any two-dimensional

surface S in V can be lifted to a three-dimensional surface S̃ in Y 7 by restricting the

circle fibration over V to a circle fibration over S. In order for a two-dimensional

closed surface S in V to be liftable to a two-dimensional closed surface in Y 7, one

has to specify what the fiber coordinate ψ should be at each point in S. There is a

topological restriction on the types of closed surfaces S one can lift precisely because

it may be impossible to specify consistently what ψ is at all points of S. In algebraic

topology language, a consistent assignment of ψ to every point in S gives a global

section of the pull-back bundle S̃, and it is known that any circle bundle, in particular

S̃, admits a global section if and only if it is trivial. Since circle bundles are completely

classified by their first Chern class (the cohomology class of the curvature of the U(1)

fibration), it follows that a closed surface S in V is liftable to Y 7 if and only if the

first Chern class of the circle bundle S̃ (which is nothing but the pull-back of the first
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Chern class of Y 7 to S) is zero in cohomology. In particular,

S is liftable⇐⇒
∫
S

c1 = 0 , (4.116)

where c1 is the first Chern class of Y 7. The above argument works only in the case

where the surface S is connected—if S is not connected, then the condition (4.116)

should be satisfied for each connected component separately.

Equation (4.116) suggests7 how to construct H2(Y 7;Z) given H2(V ;Z): H2(Y 7;Z)

is isomorphic to the kernel of the map that assigns to each element C in H2(V ;Z) the

integer
∫
C
c1. In other words, if we parameterize the homology classes in H2(V ;Z) by

C =
k∑
i=1

αiCi + βD , (4.117)

with αi, β ∈ Z, then there is a one-to-one correspondence between elements of the

homology H2(Y 7;Z) of the total space Y 7 and classes C in the homology H2(V ;Z) of

the base V satisfying

k∑
i=1

αi

∫
Ci

c1 + β

∫
D

c1 = 0 . (4.118)

Such classes form a Zk subspace of H2(V ;Z) ∼= Zk+1, so indeed H2(Y 7;Z) ∼= Zk. Note

that only connected surfaces representing C can be lifted to Y 7 as embedded closed

surfaces, as discussed above.

The first Chern class of the fibration, c1, is by definition the cohomology class of

the curvature of the connection one-form σ1 + σ2 appearing in the metric (4.2). By

equation (4.3), c1 is proportional to the sum ω1 + ω2 of the Kähler forms on V1 and

7The following argument is not intended to be a proof. One can prove the result (4.118) using a
Gysin sequence. See [99] for the cases Y 7 = Q1,1,1 and Y 7 = M1,1,1.
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V2, so equation (4.118) becomes

k∑
i=1

αi

∫
Ci

ω1 + β

∫
D

ω2 = 0 . (4.119)

What’s nice about this equation is that since V1 and V2 are Einstein spaces, the

integrals of the Kähler forms over the cycles Ci and D are topological invariants that

are known even when an explicit Einstein metric on V1 or V2 is not known.

As an example, for Y 7 = M1,1,1, V1 = CP2, V2 = CP1, and the dimension of

H2(V1;Z) is k = 1. Algebraic geometry arguments combined with the condition for an

Einstein metric (see also Appendix 4.A.1) give
∫
C1
ω1 = 3π

4
and

∫
D
ω2 = π

2
. Equation

(4.119) shows that the generator of the homology of Y 7 has α1 = 2 and β = −3. An

explicit cycle representing this homology class is given in (4.57).

As another example, for Y 7 = Q1,1,1, V1 = CP1×CP1, V2 = CP1, and k = 2. In this

case,
∫
C1
ω1 =

∫
C2
ω1 =

∫
D
ω2 = π

2
. The second homology of Y 7 is therefore generated

by (α1, α2, β) = (1,−1, 0) and (α1, α2, β) = (1, 0,−1). Explicit cycles representing

these homology classes are given in (4.60)–(4.61).

As a last comment, note that the above discussion does not change if we replace

Y 7 by Ỹ 7 because the curvature of the U(1) fibration stays unchanged. Moreover,

any cycle C in Ỹ 7 should satisfy (4.50) because C is in the same homology class as a

two-cycle C ′ constructed by lifting a closed surface S in V , and for C ′ equation (4.50)

is equivalent to (4.116).

4.C.2 A lower bound on the volumes of closed two-surfaces

in Ỹ 7

The bound (4.52) can be proven by finding a calibration. A calibration (for two-

dimensional surfaces) is a closed two-form Ω with the property that for any orthonormal
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tangent vectors u and v

Ω(u, v) ≤ 1 . (4.120)

Consequently, the volume of any closed two-dimensional surface C in Y 7 satisfies

Vol(C) ≥
∫
C

Ω . (4.121)

Since Ω is closed, the right-hand side of (4.121) depends only on the homology class

of C. In the space Ỹ 7 with the metric (4.48) we will show that

Ω = seχ+η1ω1 + teχ+η2ω2 (4.122)

is a calibration for any −1 ≤ s, t ≤ 1. Here, by ω1 and ω2 we mean, as usual, the

pull-backs of the Kähler forms on V1 and V2, respectively. Clearly, since we fix r, Ω is

a closed two-from. To understand why Ω is in fact a calibration, let us pick a point p

in Ỹ 7 and define the orthonormal basis fi, i = 1, 2, . . . , 7, for the tangent space TpỸ
7

and the dual basis ej, j = 1, 2, . . . , 7 for T ∗p Ỹ
7. Since ωi are the pull-backs of the

Kähler forms on Vi, we can require

eχ+η1ω1 = e1 ∧ e2 + e3 ∧ e4 ,

eχ+η2ω2 = e5 ∧ e6 ,

e
1
2
χ− 1

2
η1−η2(dψ + σ1 + σ2) = e7 ,

(4.123)
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and thus the metric on Ỹ 7 is ds2
Ỹ

=
∑7

i=1(ei)
2. Now for any two arbitrary orthonormal

tangent vectors u =
∑7

i=1 uifi and v =
∑7

i=1 vifi in TpỸ
7 we have

Ω(u, v) = s(u1v2 − u2v1 + u3v4 − u4v3) + t(u5v6 − u6v5)

≤
[
s2(u2

1 + u2
2 + u2

3 + u2
4) + t2(u2

5 + u2
6)
] 1

2
[
v2

1 + v2
2 + v2

3 + v2
4 + v2

5 + v2
6

] 1
2

≤ ‖u‖ ‖v‖ = 1 ,

(4.124)

where in the second line we used the Cauchy-Schwarz inequality and in the last line we

made use of the fact that −1 ≤ s, t ≤ 1. Equation (4.124) holds for any orthonormal

vectors u, v at any point p, so Ω is indeed a calibration. For a surface C in Ỹ 7 we

therefore have

Vol(C) ≥ eχ+η1

∣∣∣∣∫
C
ω1

∣∣∣∣+ eχ+η2

∣∣∣∣∫
C
ω2

∣∣∣∣ . (4.125)

In obtaining (4.125) we chose s and t to be ±1 in such a way that the bound we got

would be as restrictive as possible.

Combining (4.125) with (4.50), we obtain8

Vol(C) ≥ eχ (eη1 + eη2)

∣∣∣∣β ∫
D

ω2

∣∣∣∣ = eχ (eη1 + eη2)

∣∣∣∣∫
C
ω2

∣∣∣∣ . (4.126)

This inequality is saturated when both inequalities in (4.124) are saturated at every

point p of C, u and v being an orthonormal basis for the tangent space to C at p. The

first inequality in (4.124) is saturated when the projection of C to V1 is given by a

holomorphic (s = 1) or anti-holomorphic (s = −1) surface and the projection to V2

is also given by a holomorphic (t = 1) or anti-holomorphic (t = −1) surface. The

second inequality in (4.124) is satisfied when the tangent space to C is “horizontal,”

8In the case of AdS5×T 1,1 a similar inequality was proven in [98] using an explicit parameterization
of two-cycles.
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meaning intuitively that C does not “move” in the fiber direction. Only very special

surfaces satisfy these two conditions. That said, two such surfaces are the one given

in (4.57) in the case of M1,1,1 and the one given in (4.61) in the case of Q1,1,1; a direct

computation of the volumes of these surfaces shows that they indeed saturate (4.52).

4.D Reduction to type IIA and T-duality

In this section we reduce the M-theory background (4.7)–(4.9) to type IIA along the

x2 direction and then T-dualize to type IIB along the x1 direction. The type IIA

string frame metric is

ds2
IIA = e−

21
4
χ r

L

[
−ge−wdt2 +

r2

L2
(dx1)2 +

dr2

g

]
+ 4L2e−

3
4
χ r

L

[
eη1ds2

V1
+ eη2ds2

V2
+ e−4η1−2η2(dψ + σ1 + σ2)2

]
.

(4.127)

The dilaton is given by

ΦIIA = −21χ

8
+

3

2
log

r

L
. (4.128)

The NS-NS three-form flux is

H IIA
3 = 3e−

1
2
w− 21

2
χ r

2

L3
dt ∧ dx1 ∧ dr . (4.129)

Out of the R-R forms, only F4 is non-vanishing:

F IIA
4 = −8Qe−

1
2
w− 3

2
χL

3

r2
dt ∧ dr ∧

(
e2η1ω1 − 2e2η2ω2

)
. (4.130)
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The type IIB background we obtain has only F5 flux. In string frame, the metric is

ds2
IIB = e−

21
4
χ r

L

[
−ge−wdt2 +

dr2

g

]
+ e

21
4
χL

3

r3

(
dx1 − P (r)dt

)2

+ 4L2e−
3
4
χ r

L

[
eη1ds2

V1
+ eη2ds2

V2
+ e−4η1−2η2(dψ + σ1 + σ2)2

]
,

(4.131)

where the function P (r) satisfies

P ′(r) = 3e−
1
2
w− 21

2
χ r

2

L3
. (4.132)

The self-dual five-form can be written as

F IIB
5 = 8Qe−

1
2
w− 3

2
χL

3

r2
dt ∧ dx1 ∧ dr ∧

(
e2η1ω1 − 2e2η2ω2

)
− 64QL4 ∗Y ω , (4.133)

where ∗Y ω was defined in (4.5).
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Chapter 5

Conclusions

Since its formulation by Maldacena in 1997 [1], the AdS/CFT duality has seen

tremendous amounts of activity. The duality is now well-enough understood that

a number of attempts exist at using it to derive results about empirically relevant

theories. This thesis focused on some applications of AdS/CFT with relevance in

condensed matter physics.

The first of these applications showed that a large class of (3 + 1)-dimensional

gauge theories with gravitational duals exhibit a phase transition in which an operator

O develops a nonzero expectation value. This is reminiscent of superconductivity, and

echoes similar results obtained for M theory [39], raising hopes that string theoretic

methods can provide insights into superconductivity at strong coupling. Compared

to the M theory results, this work went further, by embedding one of the unstable

modes in a non-linear truncation that allows to understand the phase diagram of

the corresponding field theory operator. Using the universality of the instability, a

suggestion was made about the identity of the universal condensing operator.

Working in a different direction, in search of a theory that is stable at arbitrarily

low temperatures, a black hole deformation of the conifold was considered. In the

string theory picture, D3 branes were wrapped around the topologically non-trivial
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cycle of T 1,1; in the dual picture, the conifold gauge theory was studied at nonzero

baryonic chemical potential. It was found that the IR limit of the geometry was nearly

AdS2, warped by slowly-varying logarithmic factors of the radial direction. This can

be interpreted as a new type of emergent quantum near criticality. The solution seems

stable under scalar fluctuations, but unfortunately suffers from ’Fermi seasickness’, a

term coined in [78], referring to nucleation of spacetime filling D-branes at the AdS

boundary.

A similar construction was considered in M theory, where several scenarios of black

holes with topological charges were studied by using a universal consistent truncation.

Zero-temperature solutions were analyzed, including an analytical solution that is

ill-behaved in the UV, and a numerical solution that has the same IR behavior, but is

asymptotically AdS in the UV. Dimensionally reducing the former solution to type

IIA string theory, and T-dualizing to type IIB yields a well-behaved solution that is

a product of a squashed Sasaki-Einstein manifold and an extremal BTZ black hole.

Some checks of stability were performed, raising hopes that the backgrounds we found,

though not supersymmetric, are stable.
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Appendix A

Differential forms, conventions and

some identities

I briefly review the conventions used for differential forms in this thesis, as well as

some useful identities.

The components of a differential form are defined by

ωp =
1

p!
ωµ1...µp dx

µ1 ∧ · · · ∧ dxµp . (A.1)

In components, the wedge product between two forms is given by

(ζp ∧ ηq)µ1...µp+q =
(p+ q)!

p! q!
ζ[µ1...µpηµp+1...µp+q ] , (A.2)

where antisymmetrization is defined with a factor of 1/k!,

T[µ1...µk] =
1

k!

∑
σ∈Sk

sgn(σ)Tµσ(1)...µσ(k) . (A.3)

Note that using this definition, the antisymmetrization of a fully antisymmetric tensor
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is equal to itself, i.e. for a p-form ωp,

ω[µ1...µp] = ωµ1...µp . (A.4)

The components of the exterior derivative are given by

(dωp)µ1...µp+1 = (p+ 1)∇[µ1ωµ2...µp+1] . (A.5)

Here ∇ denotes any torsion-free connection on the manifold.

We have

d(ζp ∧ ηq) = dζp ∧ ηq + (−1)p ζp ∧ dηq . (A.6)

The Hodge dual maps p-forms to (n− p)-forms, where n is the dimensionality of

the space. Its action can be described in component notation as

(∗ωp)µ1...µn−p :=
1

p!
εν1...νpµ1...µn−p ων1...νp , (A.7)

where ε is the Levi-Civita tensor. In an orthonormal basis {ei}, this is equivalent to

∗ (e1 ∧ . . . ∧ ep) = ±ep+1 ∧ . . . ∧ en , (A.8)

where the sign is given by the product of g(ei, ei) for i = 1, . . . , p (since this is an

orthonormal basis, g(ei, ei) = ±1).

The Levi-Civita tensor obeys

εµ1...µnεµ1...µn = s n! . (A.9)

Here s is the sign of the determinant of the metric, e.g. s = 1 for Riemannian manifolds
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and s = −1 for Minkowskian manifolds. This fixes the tensor ε up to a sign, which

can be chosen by deciding on a “right-handed” coordinate frame. We can then write

ε =
√
|g| dx1 ∧ · · · ∧ dxn , (A.10)

where g is the determinant of the metric tensor.

Contractions of the Levi-Civita tensor are given by

εµ1...µkµk+1...µnεµ1...µkνk+1...νn = s (n− k)! k! δ[µk+1
νk+1
· · · δµn]

νn . (A.11)

The Levi-Civita tensor is the same as the volume form on the manifold,

ε = vol . (A.12)

The normalization of the Hodge dual has been chosen so that

ωp ∧ ∗ωp = |ωp|2 vol = 〈ωp, ωp〉 vol . (A.13)

Here we have used the inner product on p-forms induced by the metric,

〈ηp, ζp〉 :=
1

p!
gµ1ν1 · · · gµpνp ηµ1...µpζν1...νp . (A.14)

More directly, eq. (A.9) can also be written as

∗ vol = s . (A.15)

The Hodge dual is an involution up to a sign,

∗ ∗ωp = (−1)p(n−p)s ωp . (A.16)
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